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Abstract

Frontal wave development over the Southern Ocean

by J�erôme Patoux

Chair of Supervisory Committee:

Professor Robert A. Brown
Department of Atmospheric Sciences

The development of frontal waves over the Southern Ocean is described using SeaWinds-

on-QuikSCAT scatterometer surface winds. A planetary boundary layer model is used

to construct surface pressure �elds and correct the wind errors due to rain contami-

nation and the geometry of the scatterometer antenna. The divergence and vorticity

are calculated from the winds and used to diagnose frontal wave development over

the Southern Ocean.

Three fronts are examined. An attribution technique is used to partition the wind

�eld in nondivergent and irrotational components at the scale of the front and the

remaining harmonic component (or environmental 
ow) induced by the synoptic scale


ow. The front and the environment in which the front is embedded can be analyzed

separately.

It is shown that frontal waves develop when the large-scale along-front stretching

decreases and the environmental 
ow becomes frontolytic. Three of the observed

frontal waves deepen into secondary cyclones. A connection with the upper-levels is

observed in each case. The last frontal wave is not in a favorable con�guration with

the upper-levels and does not deepen signi�cantly.
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Chapter 1

INTRODUCTION

Atmospheric fronts are often persistent yet subject to instability. They are char-

acterized by strong wind shear and a maximum in vorticity (i.e. an in
ection point, in

the sense of the Rayleigh criterion for instability). Given appropriate environmental

conditions, perturbations can grow and extract energy from the wind shear. This is

predicted by theory (Charney and Stern, 1962; Sch�ar and Davies, 1990) and observed

in satellite images and numerical analyses (Joly and Thorpe, 1990; Thorncroft and

Hoskins, 1990).

In the midlatitudes, these instabilities can evolve into cyclonic systems. The

secondary systems arising from a frontal instability on the trailing cold front of a

mature (primary) storm are referred to as \frontal waves" and \secondary cyclones".

Of intermediate scale (on the order of 1000 km), they can develop extremely fast (one

or two days) and be relatively di�cult to forecast.

Recently, there has been a renewed interest in frontal wave development (Parker,

1998). Several campaigns have been organized: Fronts 87, Fronts 92, the Fronts

and Atlantic Storm Track EXperiment (FASTEX). A new insight has been gained into

secondary cyclogenesis taking place on the trailing cold front of mature cyclones west

of the British Isles and Western Europe (Rivals et al., 1998). However, little has been

written about other regions of the world, in particular the Southern Hemisphere.

Carleton (1981) describes the \instant occlusion", or \instant frontogenesis", as a

comma cloud advancing upon an incipient frontal wave formation that is decelerating.



2

As they merge, the cyclone seems to \jump" from the incipient to the mature or

dissipating stage. Although reminiscent of the frontal wave development observed

over the North Atlantic Ocean, the instant occlusion has been documented only from

satellite imagery and little is known of its dynamics.

In recent years, the advent of scatterometers has changed our view of the atmo-

sphere over the oceans (Liu, 2002). Surface wind measurements are now available

for almost all regions of the world ocean. Studies that were previously restricted to

limited areas for technical reasons (launching and management of radiosondes, buoys,

ships, etc.) can now be extended to include the whole globe and all seasons. The

goal of this study is to use scatterometer data to analyze the development of frontal

waves over the Southern Ocean. Few authors have used scatterometer data to study

the Southern Hemisphere (Levy, 1989; Yuan et al., 1999; Milli� et al., 1999). None

have used them to study frontal wave development.

Over the course of the last three years, the SeaWinds-on-QuikSCAT (QS) scat-

terometer was launched and has been providing an almost continuous set of surface

wind measurements over most of the world ocean. On the larger scale, the recurrent

period of the QS measurements provides a quasi-synoptic look at the world marine

surface wind �eld. On the smaller scale, the 25-km grid-spacing is an opportunity to

study in some detail the mesoscale features embedded in storms and fronts.

In this study, the QS measurements have been incorporated into a planetary

boundary layer (PBL) model to compute surface pressure �elds and estimate PBL

quantities relevant to the study of storm and front development. The winds are also

corrected and smoothed in the process. Divergence and vorticity are calculated and

used to identify fronts and study their development. An attribution technique is used

to reconstruct the environmental 
ow in which the front is embedded. The impact of

the environmental 
ow on the development of the front is analyzed.

In chapter 2, a review of frontal wave theory is provided, as well as a summary of

recent secondary cyclone observations. In chapter 3, the data sets and images used
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in this study are presented, as well as the PBL model developed at the University of

Washington, along with our ability to retrieve geostrophic winds and surface pressure

�elds from surface wind measurements. Chapter 4 provides general information about

the Southern midlatitudes. Chapter 5 describes the methodology used to study the

development of marine surface fronts and provides some results over the Southern

Ocean.
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Chapter 2

SECONDARY FRONTAL WAVES: A REVIEW OF

CURRENT IDEAS

The Norwegian cyclone model developed by the Bergen school (Bjerknes and Sol-

berg, 1922) does not describe the subsynoptic structures more recently observed in

storms and frontal zones (Shapiro and Keyser, 1990). Whereas cyclones were orig-

inally thought to develop in sequence on the \polar front", they are now observed

to develop under a wide spectrum of conditions and circumstances. In particular,

mesoscale structures are thought to play a major role in the triggering and deepening

of certain cyclones. A conceptual model accounting for these structures has not yet

been proposed (Schultz et al., 1998).

In the 1990s, there has been a renewed interest in these subsynoptic frontal struc-

tures. Several storms of exceptional intensity have been observed and studied over the

North Atlantic ocean, upstream of Western Europe. Such subsynoptic-scale cyclones

are thought to develop from instabilities in the frontal zone of primary cyclones. They

can deepen extremely rapidly and remain a real forecasting problem.

Since these secondary cyclones may arise from frontal instabilities, recent studies

have borrowed from the classical literature on frontogenesis. The next section will

provide an overview of these studies.

2.1 Frontogenesis

As a baroclinic instability grows, fronts occur as distinctive regions of the atmosphere

where, in particular, the temperature gradients intensify. Quasi-geostrophic (QG)
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analytic solutions have been found that could reproduce the development of a baro-

clinic instability (Charney, 1947; Eady, 1949) and temperature discontinuities. They

led to an important result about the ageostrophic circulations taking place in the

frontal region: the disruption of the thermal wind balance by the concentration of the

temperature gradient is balanced by the development of an ageostrophic circulation

that intensi�es the vertical wind shear.

In these early studies, however, as a �rst approximation, the geostrophic wind

alone was assumed responsible for the advection of momentum and heat. In the

frontal region, this assumption breaks down. This was recently veri�ed by Wakimoto

and Cai (2002), who analyze an oceanic cold front near a \col" (i.e. a saddle point in

the pressure �eld), a case of particular interest here (see section 4.6). Their estimate of

the magnitude of the geostrophic and ageostrophic wind components are comparable.

They suggest that the front is out of geostrophic balance and that the thermal wind

imbalance is a result of frontogenesis.

In order to reproduce more realistic fronts, advection of momentum and temper-

ature across the front by the ageostrophic circulation was added (semi-geostrophic

equations). In�nite temperature gradients could be obtained in about 12 hours

(Hoskins and Bretherton, 1972; Hoskins, 1982; Holton, 1992). In parallel, numer-

ical simulations have attempted to reproduce ever more realistic frontal structures

(Phillips, 1956; Williams, 1967, 1974). These simulations also tend to produce sur-

faces of discontinuity and collapsing fronts, something that is never observed in the

atmosphere. This has often been blamed on the absence of di�usive e�ects in the

simpli�ed primitive equations used in those models. However, it is possible that

ageostrophic processes alone prevent frontal collapse and explain the observation of

many long-lived quasi-steady fronts (Orlanski and Ross, 1977, 1984). The respec-

tive roles played by the di�erent frontogenetical and frontolytical processes remain

uncertain.

Ley and Peltier (1978) suggest that the cross-front inertial acceleration may be-
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come an important feature of the 
ow in the frontal region before mechanical mixing

begins. They improve on the Hoskins and Bretherton (1972) model by including pack-

ets of mesoscale gravity waves propagating ahead of the front. These waves would

have a wavelength of order 10 km and might explain cloud bands observed on satellite

pictures and squall lines appearing in the warm sector of developing baroclinic waves.

Diabatic e�ects are also known to play an important role in the development and

stability of fronts (Orlanski et al., 1985).

Underlying the di�erent models of frontogenesis is the assumption that there exists

some interaction between the front, a mesoscale feature characterized by strong turn-

ing of the wind and consequently strong wind shear and vorticity, and the synoptic-

scale 
ow. If we think of a front as a boundary between two air masses, characterized

by a sharp temperature gradient, then this gradient will intensify as a result of the

di�erential advection of temperature due to the synoptic-scale 
ow. This large-scale


ow has often been modeled as a pure deformation �eld. The embedded front has

often been modeled as a shear line (or vorticity line). In fact, most theoretical studies

approach frontal development using one of the two models originally described by

Hoskins and Bretherton (1972):

1. a horizontal deformation model in which the 
ow is purely deformational (i.e.

irrotational and nondivergent)

2. or a horizontal shear model in which a frontal shear acts on an along-front

temperature gradient.

As explained and illustrated in Keyser et al. (1988) (Fig. 2), a pure deforma-

tion �eld will act to increase the temperature gradient exponentially and rotate the

isotherms toward the axis of dilatation. Shear acts to increase the temperature gra-

dient linearly and to rotate the isotherms cyclonically (as a result of the vorticity

inherent to the frontal shear) (Fig. 6 in Keyser et al. (1988)).
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Keyser and Pecnick (1985) incorporated the two processes into their model by

constructing a wind �eld from a nondivergent, irrotational and purely deformational

components. Recent frontal wave studies have concentrated on the role played by the

interaction between these components in the development of the secondary cyclones.

Bishop (1993) suggested that the baroclinicity of a frontal region can be a�ected by

the con
uent-di�uent characteristic of a large-scale deformation 
ow, and that the

stability of developing or decaying fronts can be a�ected by a large-scale strain �eld.

He also suggested that barotropic instabilities should be suppressed more strongly by

frontogenetic strain than baroclinic instabilities.

Schultz et al. (1998) found from observations of two cyclones and from idealized

simulations that a large-scale con
uent-di�uent 
ow could a�ect the structure of

extra-tropical cyclones. If embedded in a di�uent 
ow, the cyclones possess a strong

meridionally-oriented cold front and are reminiscent of the Norwegian cyclone model.

If embedded in a con
uent 
ow, the cyclones possess strong zonally-oriented warm

and bent-back fronts, and are reminiscent of the Shapiro-Keyser cyclone model.

Data analysts who have approached frontogenesis from an observational point

of view have designed various methods for extracting relevant kinematic quantities

from observed surface wind �elds that could be compared to the theoretical nondi-

vergent, irrotational and deformational components described above. The attribution

technique developed by Bishop (1996a,b) to extract frontal information from surface

wind analyses is used here and will be described in section 5.1.

2.2 Secondary cyclogenesis

Although there is an implicit understanding in the recent literature that frontal waves

and secondary cyclones take place on the mesoscale, there is no objective classi�cation

for di�erentiating them clearly from other types of cyclones. 1000 km is usually

retained as the order of their horizontal scale. They also have signi�cantly large
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growth rates (equivalent e-folding times of less than a day). But the separation of

scales between these intermediate-scale or subsynoptic-scale cyclones and primary

cyclones is not clear-cut.

However, it is now widely accepted that the dynamics of frontal waves and sec-

ondary cyclones di�er from those of synoptic-scale primary cyclones in several ways

(Parker, 1998). In particular, the large-scale deformation, the frontal shear and di-

abatic heating are thought to play a more critical role. (Note that although they

share some characteristics and dynamical features, frontal waves and secondary cy-

clones are technically di�erent from polar lows). Because the resulting spectrum of

potential frontal waves is fairly broad, observations and detailed analyses are still

insu�cient for establishing a general theory of secondary cyclogenesis.

In their study based on 10 years of ECMWF analyses over the North Atlantic

Ocean, Ayrault et al. (1995) suggested the existence of two types of frontal waves: a

\type 1" where the surface cyclone is clearly associated with an upper-level anomaly,

and a \type 2" characterized by the lack of a clear precursor. They also found that

the large-scale 
ow in which \type 2" cyclones are embedded is more frontolytic and

that the baroclinicity is weaker. Joly and Thorpe (1990) suggested that all frontal

waves are shallow in their early stage.

Sch�ar and Davies (1990) modeled a mature cold front as a two-dimensional frontal

surface with a band of warmer air ahead of the front (representing the \warm conveyor

belt"). They found the most unstable mode to grow through mixed barotropic-

baroclinic processes and to have a horizontal scale and growth rates similar to those

of observed frontal waves. They suggested that the low-level warm band might be

the source of low-level potential vorticity (PV) for the initiation of the instability

before it deepens. The instability then connects with the upper-level troposphere and

enters a fully baroclinic mode. The warm band might o�er a preferred location and

horizontal spatial scale for subsequent surface/upper-level interaction. They did not

rule out the e�ect of other processes absent from their model, in particular the need
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for a suitable cyclogenesis environment. Using a primitive equation model, Malardel

et al. (1993) and Joly (1995) similarly showed that barotropic frontal perturbations

can break the frontal 
ow but will saturate within two days. The perturbation will

grow and the secondary cyclone will deepen only if the wave enters a fully baroclinic

cycle.

The scenario outlined above has been gaining proponents over the last decade. It

is now widely accepted that signi�cantly deepening frontal waves are reinforced by

an upper-level disturbance. However, the processes determining the location, scale

and growth of the frontal waves in their early stage remain unclear. In particular,

if frontal waves are indeed initiated by a surface PV anomaly, there is still some

discussion about how the wind �eld, both at the frontal scale and at the synoptic

scale, a�ects that PV anomaly.

Thorncroft and Hoskins (1990) found that the deformation inherent to a develop-

ing front can suppress frontal waves. In their analysis of a \dry" cold front, they found

only weakly growing waves in the 1000-2000 km wavelength range, easily suppressed

by the deformation �eld. When they included a simple latent heat parameteriza-

tion, however, the waves were destabilized and their growth rate increased. Joly and

Thorpe (1990) also noted that the latent heat released by condensation in regions of

frontogenesis and frontal ascent can create a region of higher PV. Moreover, the high

deformation characterizing the front in its early stage will act to distribute that PV

anomaly along the axis of dilatation (i.e. approximately along the front). In their

subsequent contribution (Joly and Thorpe, 1991), they modeled the front with a time-

dependent basic-state and also found that latent heat release dramatically increases

the growth rates. They did not consider the role of stretching deformation but found

that shearing deformation favors growth in the early stages.

The impact of stretching deformation on the development of frontal waves was

investigated by Bishop and Thorpe (1994, hereafter BT94). They suggested that in

the early stages of frontal evolution, deformation acts to intensify the PV extremum,



10

but at the same time suppresses wave growth. If the along-front stretching due to

the basic-state deformation �eld decreases under a certain threshold at a later stage,

wave(s) can transition from a linear to a non-linear mode and grow out of the unstable

structure. They proposed a strain rate of 0.6�10�5 s�1 as the threshold over which

frontal waves cannot make that transition and therefore cannot grow signi�cantly.

This value has been used ever since in the frontal wave literature.

In a frontal wave case study, Rivals et al. (1998) adopted Bishop's perspective

and used Bishop (1996a)'s attribution technique (see section 5.1) to show that the

cross-frontal ageostrophic circulation plays two con
icting roles: (1) it stabilizes the

front through convergence (i.e. frontogenesis) (2) it increases the potential for insta-

bility by redistributing upward the PV anomaly created by diabatic heating at the

surface. Results from these last studies seem to convey the general idea that a surface

PV anomaly is critical for the initiation of a secondary cyclone. They identify one

mechanism for creating such a PV anomaly (latent heat release). They also stress

the importance of understanding the balance between two processes: (1) the destabi-

lization e�ect of the PV anomaly (2) the stabilization e�ect of the wind at di�erent

scales (frontal scale and synoptic scale).

In the last 20 years, several intense cyclones hitting Western Europe have been

recognized to develop on the trailing cold front of mature systems. These observations

have been the starting point for theoretical studies of secondary cyclogenesis and two

international observation campaigns: FRONTS 92 and FASTEX (Joly et al., 1997).

The observations and analyses obtained during the FASTEX campaign have shed

some light on the development of several frontal cyclones (Bouniol et al., 1999, 2002;

Mallet et al., 1991; Wakimoto and Cai, 2002).

Bouniol et al. (1999) presented a method for incorporating airborne radiosonde

data into their analysis of the IOP16 cyclone. It revealed a low-level PV anomaly asso-

ciated with the frontal surface, an upper-level anomaly associated with a dry intrusion

of stratospheric air, as well as conditions favorable to moist slantwise instability, all
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potential candidates for the explosion of the cyclone. In their latest contribution

(Bouniol et al., 2002), they calculate the ageostrophic 
ow from European Centre for

Medium-Range Weather Forecast (ECMWF) data using a variational analysis. They

�nd that the coupling between the upper-level-jet and frontal ageostrophic circulation

is the major process involved in deepening the cyclone.

These analyses over the North Atlantic Ocean are limited in number and in time.

This is due to the di�culty and costs to organize large-scale �eld campaigns, but also

to the fact that the fronts are short-lived. They often only span 4 to 6 synoptic-time

analyses. In the above studies, the calculations are often based on 4 to 6 \snapshots"

of the evolving front. Over the Southern Ocean, cold fronts can survive their parent

cyclone by several days. As will be illustrated, up to 12 or 15 \snapshots" of a single

front can be obtained with QS observations. This greatly improves the analysis.

Moreover, the details of the mesoscale structures embedded in the front are observed

with a 25-km resolution, as opposed to 1��1� grid resolution at best with typical

model analyses.
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Chapter 3

MODELS AND DATA

The study of extratropical marine storms has evolved greatly since the era when

only radiosonde data were available. The major improvement was in the form of

routinely available infrared and visible satellite imagery. From the cloud signature of

cyclones, inferences were made about their structure, their evolution throughout their

whole life cycle and the vertical motions associated with their horizontal development.

Concurrently, numerical weather prediction (NWP) models evolved and increased in

resolution, to the point where frontal structures can now be represented (Atlas et al.,

1999).

More recently, a whole generation of space-borne sensors has broadened the hori-

zon even more, in particular the Seasat-A Satellite Scatterometer (SASS), the Eu-

ropean Space Agency (ESA) Remote-Sensing Satellite (ERS) 1 and 2, the National

Aeronautics and Space Administration (NASA) NSCAT and QuikSCAT scatterome-

ters, as well as the Special Sensor Microwave Imager (SSM/I). In this study, di�erent

sets of data are used, each of which will be presented brie
y.

3.1 SeaWinds-on-QuikSCAT

Since the three-month SASS mission in 1978, the �rst mission during which near-

surface vector winds over the ocean were measured from space, meteorologists and

oceanographers have been using a variety of scatterometer winds. These include

the ESA ERS1 and ERS2 scatterometer wind measurements (1992 to present), as

well as the NASA scatterometer (NSCAT, July 1996 - May 1997) and SeaWinds-
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on-QuikSCAT (July 1999 to present) wind measurements. The three types of scat-

terometers have distinct features, some of which are crucial for the analysis of storm

dynamics. The impact of swath geometry is illustrated in Fig. 3.1 which shows the

swaths (i.e. ground surface covered) corresponding to each type of scatterometer.

120˚E 150˚E 180˚

60˚S

30˚S

0˚

30˚N

NSCAT

QuikSCAT
ERS

Figure 3.1: Three types of scatterometer swaths

The ERS scatterometer measured a limited amount of wind vectors in a 500-km

swath at each pass of the satellite. Two consecutive swaths were relatively far apart

and could hardly be used simultaneously to study the same synoptic system. NSCAT

had antennas looking to both sides of the satellite track, measuring wind vectors

in two 500-km swaths separated by a 200-km gap at nadir. Figure 3.2 shows how
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a developing low (two lows in this case, o� the coast of Japan) could be captured

by NSCAT (only half of the vectors are plotted for clarity { really 12 wind vectors

across each swath are measured). The corresponding ECMWF surface pressure �eld is

140˚E 150˚E

20˚N

30˚N

40˚N

Figure 3.2: An example of the NSCAT dual swath scanning through two cyclones o�
the coast of Japan

plotted in the background for reference (4-mb contours). Part of the work described

here was originally achieved using NSCAT data. However, because mature storms

span thousands of miles and because the associated fronts can survive large distances

(see chapter 5.2), the NSCAT data set is still insu�cient for a thorough analysis of

storm development.
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In July 1999, QuikSCAT was launched with the SeaWinds scatterometer on board.

With a new design, the scatterometer now scans the ocean surface with a rotating

antenna and two beams at 46� and 52�. The microwave radiation emitted by the

scatterometer is scattered by centimeter-scale waves at the surface of the water. The

intensity and direction of these waves is dynamically related to the strength and

direction of the wind stress upon the surface. The backscatter received by the scat-

terometer is therefore related empirically to the surface wind vector. The conjunction

02:0003:4105:2207:03

1800 km

2800 km

2000 km

Figure 3.3: Successive QuikSCAT swaths covering the Paci�c Ocean

of several looks at the same ocean unit surface element at di�erent angles by the two

antennas, and an empirical geophysical model function enable the reconstruction of a

wind �eld with a 25-km grid-spacing. The swath is 1800 km wide (see Fig. 3.1). The

orbital period is 101 minutes. Two swaths 101 minutes apart in time are separated
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by 2800 km at the Equator, and roughly 2000 km in the midlatitudes. This leaves a

gap of 1000 km and 200 km respectively between two adjacent swaths. The recurrent

period is 4 days. This is summarized in Fig. 3.3, where several successive descending

swaths are shown.

Figure 3.3 also shows that the entire Paci�c Ocean, or equivalently an entire

hemisphere, can be scanned by the scatterometer in 6 or 7 passes, that is less than 12

hours. Thus we can obtain \quasi-synoptic" pictures of the surface wind �eld. The

present study takes advantage of this characteristic to obtain a quasi-synoptic history

of storms and their associated fronts.

On December 14, 2002 the Advanced Earth Observing Satellite II (ADEOS-II

"Midori-II") was launched from Tanegashima Space Center with a second SeaWinds

scatterometer on board. Starting in April 2003, the two (identical) scatterometers

will orbit the Earth in tandem and provide the current ocean coverage twice as fast

(i.e. 6-hour quasi-synoptic wind �elds). The dual coverage will be available until the

current QS instrument is turned o�, the date of which is yet to be determined.

3.2 QuikSCAT surface winds

3.2.1 The L2B dataset

The Jet Propulsion Laboratory (JPL) produces three levels of data sets. Level L1

contains the raw backscatter measurements. Level L2 contains the surface wind vec-

tors georeferenced in swath coordinates. Level L3 is a gridded product containing

averaged and interpolated surface wind values on a regular longitude-latitude grid.

There also exists a QS/NCEP blended ocean wind vector dataset (Jan Morzel, Col-

orado Research Associates), in which the gaps between the swaths are �lled with the

low-wavenumber NCEP wind vectors augmented with a high wavenumber component

derived from QS statistics. Hilburn et al. (2003) are developing an alternate method-

ology for continuously updating the global wind �eld at each pass of the satellite.
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However, averaging artifacts are known to exist in the gridded products (Dudley

Chelton, QS science team meeting, January 2003). Improved gridding techniques are

still under development. The artifacts are expected to be signi�cantly reduced during

the tandem mission, due to the improved sampling of the ocean.

The L2B surface wind measurements are used here, concentrating on the period

July 1999-June 2000. Hereafter, the term \swath" is used to describe a hemispheric

section of the data set (as opposed to a complete orbit, covering the whole Earth, i.e.

an ascending and a descending swaths approximately 180� apart). A swath contains

812 lines of vectors pole-to-pole ; each line contains 76 wind vector measurements

(across the swath, i.e. roughly west-east). Because the resulting grid of vectors is

dense, it is impractical to plot all of them and every other or every fourth vector will

often be plotted in the following �gures.

3.2.2 The limits of SeaWinds-on-QuikSCAT

Very early in the process of evaluating the quality of the retrieved surface winds,

the science team was concerned with recurrent problems in the observed wind �elds:

an obviously erroneous directional retrieval sometimes occurs in the central and edge

sections of the swath and a degenerated retrieval is performed in rainy areas. This last

problem was recognized early as a contamination of the backscatter by the impact of

rain drops on the surface of the water and attenuation of the signal by the raindrops.

The directional problems are due to the new geometry of the antennas. At nadir

(i.e. right below the satellite), the range of azimuth angles under which the surface of

the ocean can be observed is reduced to 0�and 180�(ahead and behind the satellite).

Because the geophysical model function requires a broad range of azimuth angles to

correctly estimate the direction of the wind, the directional retrieval is poor in the

nadir section of the swath, especially when the wind happens to be oriented along the

direction of the swath (roughly north-south).

On the edges, only the 52�-beam is scanning the surface of the ocean, thus re-
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ducing the number of looks entering the geophysical model function from 4 to 2.

Consequently, the directional retrieval is also poorer there. On top of providing a

wrong wind estimate locally, this can also create arti�cial divergence and deforma-

tion zones which can cause a signi�cant bias in the analysis of fronts.

3.2.3 Rain-
agging

The rain contamination has been addressed by the JPL team, who provided rain 
ags

for wind vectors corresponding to areas of biased backscatter. An example is shown

in Fig. 3.4 for a storm in the Gulf of Alaska on September 14, 1999. The black dots

represent \
agged" wind vector cells (i.e. no usable data). The ECMWF surface

pressure �eld at synoptic time (12:00 UTC) is shown for reference. In this particular

case, the swath was measured at 15:00 UTC approximately, or three hours later than

ECMWF. Note how convection and rain are present along the cold front and in the

usually more stratiform region north of the low. This can be a signi�cant problem in

storm and front analyses. Cases where the 
agged areas are too large are therefore

identi�ed and discarded.

In the rest of this study, only wind vectors 
agged with \no rain" are used. It

is veri�ed that the number of wind vectors a�ected by rain remains small compared

to the total number of vectors available and that it does not impair signi�cantly the

calculations.

3.2.4 The DIRTH �lter

As a way of resolving the directional problems encountered at nadir and on the edges

of the swath, the JPL team developed a median �lter referred to as Direction Inter-

val Retrieval with Thresholded Nudging (DIRTH). It basically uses the direction of

surrounding wind vectors to check and correct each vector of the swath. Patoux and

Brown (2001b) showed that the DIRTH algorithm removes a signi�cant amount of
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Figure 3.4: An example of rain-
agging in the Gulf of Alaska (September 14, 1999).
Black dots represent 
agged wind vector cells.
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the small-scale variance. They performed a spectral analysis on a year of data and

obtained the mean spectra shown in Fig. 3.5.

The spectral analysis was performed on the regular wind vector set, on the DIRTH

wind vector set, and on both sets restricted to the sections of the swath where the

directional retrieval is supposed to be more accurate (or wind vector cells 15-26 and

51-62), labeled \regular limited" in Fig. 3.5. This �gure shows how the spectra agree

remarkably well in the mesoscale range of the kinetic energy spectrum (1,700-200

km), but di�er greatly in the small-scale range (less than 200 km), where the DIRTH

spectra imply a much lower variance. Since the DIRTH algorithm \smoothes" out

the wind vector �eld, that di�erence is to be expected. However, the variance of the

wind vector �elds limited to the sections of the swath where the directional retrieval is

supposed to be of better quality (regular limited), although smaller than the variance

of the regular data set, is still much larger than the DIRTH variance. There is some

question as to how much of the small-scale real signal is \�ltered" with the noise by

the DIRTH algorithm. The assimilation of the DIRTH wind vectors rather than the

regular QuikSCAT winds (i.e. as initialization data) seems to improve the forecasting

abilities of NWP models (Robert Atlas, personal communication). However, a careful

inspection of the DIRTH wind �elds still brings some suspicion about the consistency

of the wind vector �elds in some cases.

Here we choose a di�erent approach using a PBL model to correct the erroneous

wind vectors. The approach is described in Patoux and Brown (2001a) and summa-

rized in the next section.

3.3 Scatterometer-derived surface pressure

Since 1970, Brown's (1970) nonlinear equilibrium PBL model has been integrated

into a wide array of tools relating dynamical conditions at the bottom and the top

of the boundary layer, estimating surface pressure �elds from scatterometer surface
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winds (originally SASS and NSCAT winds), as well as various schemes to estimate

the role of strati�cation, baroclinicity, sensible and latent heat 
uxes at the air-sea

interface and organized large eddies (see below). Here an improved surface pressure

retrieval model is used that incorporates Brown's PBL model in the midlatitudes

and a mixed layer model in the Tropics. It takes advantage of the characteristics of

the QS scatterometer (wide swath with a �ne resolution). The midlatitude model is

described in detail in a 54-page technical note (Patoux, 2000), and will be only brie
y

described here.

3.3.1 A two-layer similarity model in the midlatitudes

The wind pro�le in the boundary layer is approximated by patching a modi�ed Ekman

spiral (outer layer) to a logarithmic pro�le (inner layer, or surface layer, or constant-


ux layer). In the outer layer:

U(�)

G
= cos� +

U2

G
+
UT
G
� � e��[cos(�� �)�

Uh
G

cos �] (3.1a)

V (�)

G
= sin� +

V2
G

+
VT
G
� � e��[sin(�� �)�

Uh
G

sin �] (3.1b)

where (U ,V ), (UT ,VT ) and (U2,V2) are the zonal and meridional components of the

wind, the thermal wind and the secondary 
ow respectively (see below), and G is the

magnitude of the geostrophic wind. Boundary conditions are such that the surface

wind vector
�!
Uh and the surface layer pro�le are parallel to the x-axis. The geostrophic

wind
�!
G is at an angle � with

�!
Uh (� is the turning angle through the boundary layer).

� is a non-dimensional vertical coordinate:

� =
z

�
(3.2)

where � is the Ekman depth:

� =

s
2KM

f
(3.3)
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and f is the Coriolis parameter. KM is the eddy viscosity from �rst-order turbulence

closure theory. KM is assumed to be constant in the Ekman layer.

In the surface layer:

U(�)

G
=

u�
kG

[ln

�
z

z0

�
�  M(�)] (3.4)

where u� is a turbulent velocity scale (the friction velocity) and � is the vertical coor-

dinate non-dimensionalized by the strati�cation parameter L (the Obukhov length):

� = z=L. k is called von Karman's constant and is determined empirically (k � 0:4).

z0 is called the roughness length and its relation to u� above the ocean is tied to the

generation of waves by air-sea momentum 
uxes.

The matching conditions at the patch height hp between the Ekman layer and the

surface layer yield simple similarity relations between the surface stress u� and the

geostrophic 
ow
�!
G (Brown, 1974, 1978, 1982). Two resistance laws are obtained:

kG

u�
(sin� + �) = �B (3.5a)

kG

u�
(cos� + 
) = �A0 (3.5b)

where A0, B, � and 
 are functions UT , VT , U2, V2, G, �, the roughness length z0, the

strati�cation correction at the patch height and a dimensionless parameter � = hp=�.

Two alternate expressions are obtained:

u�
kG

=
�
A0 � �B + [A02 +B2 � (
B � �A0)2]1=2

A02 +B2
(3.6)

�
1 +

B2

A02

�
sin2 � + 2

�
� � 


B

A0

�
sin� +

�


B

A0
� �

�2

�
B2

A02
= 0 (3.7)

These equations are used to determine u� and � as a function of A0, B, � and 
.

In this analytic solution, (U2; V2) is a parameterization resulting from Brown's

(1970) nonlinear equilibrium analytic solution. A zero-mean secondary perturbation
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(u2; v2; w2) was added to the mean 
ow and the equations of motion were solved

for a modi�ed Ekman spiral and a superimposed helical secondary 
ow. The �nite

amplitude perturbation solution was chosen to be the most unstable in�nitesimal

perturbation to the linear stability equation. It brings the velocity pro�le to a new

equilibrium. The amplitude of these �nite perturbation solutions is determined by an

energy balance in that new stable equilibrium state. Test cases under all conditions

were run and a parameterization was established.

This solution explains the irregularly turning wind pro�les observed in radiosonde

data, as well as the well-ordered mesoscale 
ows, the Langmuir-type circulations in the

PBL (referred to in the literature as coherent structures, helical vortices, instabilities,

horizontal roll vortices or simply rolls, and detected in particular with the presence

of cloud streets).

3.3.2 The pressure retrieval model

As described earlier, a scatterometer measures the roughness of the ocean surface,

from which an estimation of the surface wind vector is inferred. A swath of surface

wind vectors is thus obtained with a 25-km spacing in the case of SeaWinds-on-

QuikSCAT. These values are interpolated to a regular longitude-latitude grid.

In the midlatitudes and at each point of this grid, the surface wind vector is

used as an input to the model described in section 3.3.1 to obtain an estimate of the

corresponding geostrophic wind vector. The grid of geostrophic wind vectors can be

viewed as a swath of zonal (p�) and meridional (p�) pressure gradients. We can write,

in matrix notation:

Hx = y where H �

�����
1

a cos�

@

@�
1

a

@

@�

x � P and y �

�����
P�

P�

(3.8)

where a is the radius of the earth, � is the longitude and � the latitude. We can then

�nd an approximate solution for x by a least-squares optimization scheme (Brown
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and Zeng, 1994):

kHTHx�HTyk2 � 0: (3.9)

The solution matrix x de�nes a grid of zero-mean relative pressure values. Absolute

values of pressure can be obtained with a least-square �t to pressure observations

such as buoy measurements. The pressures can be smoothed by applying a low-pass

�lter (see appendix A). A gradient wind correction is applied to the pressure �elds

to account for the strong curvature of the 
ow in highs and lows (Patoux and Brown,

2002).

The surface pressure �elds produced by the original version of the UWPBL inverse

model showed agreement with the NCEP Numerical Weather Prediction (NWP) and

the ECMWF products within 1-2 mb in the Northern Hemisphere (Brown and Levy,

1986; Brown and Zeng, 1994). In Patoux and Brown (2002), the accuracy of the

present pressure retrieval model is assessed by two methods in 14 cases of mature

cyclones in the Gulf of Alaska. The �rst method compares the pressure di�erence

between two buoy measurements (bulk pressure gradients ranging from 17 to 72 mb)

and the corresponding pressure di�erence in the QS-retrieved swath of pressures. The

model reproduces the buoy bulk pressure gradients with a 7% error on average. The

second method calculates the mean square di�erence between the swath of pressures

and the corresponding pressure values obtained from a NWP model. The two pressure

�elds are in agreement within 3 mb on average. Extreme cases were chosen on purpose

to obtain an upperbound on the error. In most cases, the agreement is within 1-2 mb.

Patoux and Brown (2002) also show that major features of the pressure �elds

are captured by this method (e.g. position of low centers, curvature change across

fronts, regions of intense winds/tighter isobars, intensity of highs and lows). The

ability to determine surface pressure �elds from scatterometer wind �elds has also

been demonstrated by Harlan and O'Brien (1986), Zierden et al. (2000) and more

recently by Hilburn et al. (2003).
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3.3.3 Surface pressure in the Tropics

As we approach the equator, the Coriolis force decreases and the midlatitude model

fails to approximate the boundary layer dynamics correctly, primarily due to its as-

sumption of Ekman layer dynamics and its lack of entrainment processes. The Ekman

depth becomes in�nite and the modi�ed Ekman spiral model is not valid. The sur-

face pressure retrieval model has been recently extended to include the Tropics with

a simple mixed layer model in which entrainment at the top of the PBL is parame-

terized. Since the tropical PBL model is not used in this study, the reader is referred

to Patoux et al. (2002).

An example of a QS-derived pressure �eld is shown in Fig. 3.6 and compared with

the corresponding ECMWF analysis.

3.3.4 Correcting the QS winds

The surface pressure �elds are obtained by calculating the geostrophic wind vectors

from the surface wind vectors through a PBL model. The inverse calculation can be

performed to obtain a new set of surface wind vectors from the geostrophic wind vec-

tors (or equivalently, from the pressure �eld). Because the pressure �eld is smoothed

by the pressure �t (Eq. 3.9) and can be smoothed further with a low-pass �lter (ap-

pendix A), the new set of surface winds will also be smoother. In particular, it can

be used to correct the erroneous wind vectors due to rain contamination and antenna

geometry, as explained in Patoux and Brown (2001a). Because this method does not

use only the surrounding wind vectors (like DIRTH) but the whole pressure �eld at

the synoptic scale, the wind vectors can be corrected in patches of di�erent sizes and

are consistent with the 
ow at di�erent scales.

An example is shown in Fig. 3.7. Panel a shows a section of a QS swath in the

vicinity of a front. The original QS vectors are plotted in gray. The UWPBL-derived

winds are plotted in black and �ll the gaps where rain was probably contaminating
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Figure 3.6: Comparison between the �nal pressure �eld calculated from QS data at
05:30 UTC (solid lines) and the corresponding ECMWF pressure �eld at 06:00 UTC
(dashed lines), on September 20, 1999. Labels appearing inside (outside) the swath
refer to the QS-derived (ECMWF) contours.
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Figure 3.7: (a) Filling the QS gaps with wind vectors calculated with the UWPBL
model (black vectors) (b) Correcting the erroneous QS wind vectors (gray) at nadir
with UWPBL-derived surface winds (black)

the signal. Panel b shows another section of a QS swath at nadir in which some of

the original vectors (in gray) can be seen to follow an erratic behavior. The UWPBL-

derived vectors are plotted in black and will replace the erroneous QS vectors in

subsequent analyses. These two examples are chosen in challenging areas of the

swath or rainy conditions. In general, the UWPBL-derived winds simply reproduce

the QS winds.

Figure 3.8 compares the UWPBL-corrected winds and the DIRTH winds. Panel

(b) shows a set of original QS wind vectors in an extreme case of degenerated winds

at nadir. Panel (a) shows the UWPBL-corrected winds. Whereas the small-case

variability (real physical signal or noise) is conserved, the larger-scale 
ow has been

corrected to convey a more consistent picture of the wind �eld. Panel (c) shows the

DIRTH winds. The small-scale variability has been removed, which can be advanta-

geous for some applications (e.g. less noise when forcing ocean models). However, a

large number of suspicious wind vectors are still present.
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Figure 3.8: Comparison of two methods for correcting erroneous QS wind vectors.
(a) UWPBL winds. (b) Original QS winds. (c) DIRTH winds.

Further comparisons will be possible when the two SeaWinds scatterometers 
y in

tandem. In the meantime, the UWPBL method is preferred and the corrected winds

will be used in the rest of this study.

3.4 ECMWF

For the period July 1999-June 2000, the ECMWF standard model outputs were used.

These are provided on a 1.25��1.12�longitude-latitude grid. The surface pressure

�elds were used for comparisons and as a background reference for the UWPBL

pressure �tting when necessary (i.e. as an anchor ; see section 3.3.2). The surface

air temperature, surface sea temperature and relative humidity were also used when

running the UWPBL model in strati�ed and/or baroclinic mode. ECMWF outputs

were used at synoptic time 00:00 and 12:00 UTC.

3.5 NCEP GDAS

As a means of analysis and of comparison with the UWPBL surface pressure �elds,

the NCEP GDAS surface pressure �elds for the period September 20-25, 1999 were
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used (courtesy of Tsann Wang Yu). GDAS uses the Medium Range Forecast (MRF)

model [now Global Forecast System (GFS)] to generate a six-hour forecast. With

a 3D variational analysis scheme, it combines global observations with the six-hour

forecast to produce a cycle of analysis �elds (Parrish and Derber, 1992) at 00, 06, 12,

and 18:00 UTC. It is important to note that these are not forecasts, or initialization

data, but analyzed �elds in which, in particular, scatterometer observations have

been included (ERS 1/2). It is thus an improved product (compared to ECMWF)

for comparisons with the UWPBL surface pressure �elds obtained from QuikSCAT

data. Moreover, GDAS �elds have a 1��1� resolution. Four �elds a day are available

from GDAS.

3.6 Southern Hemisphere composite satellite imagery

Because the lack of measurements is an obstacle in the Southern Hemisphere, the

availability of satellite imagery is crucial for the study of Southern Hemisphere extra-

tropical storms. The composite satellite images produced by the Global Hydrology

Resource Center (GHRC) are used here, hourly images covering most of the planet

and constructed from the measurements of the four geostationary satellites GOES-8,

GOES-10, GMS-5 and METEOSAT-7.



31

Chapter 4

EXTRATROPICAL STORMS IN THE SOUTHERN

HEMISPHERE

Since this study concentrates on frontal waves developing over the Southern Ocean,

a brief overview of our current knowledge and understanding of Southern Hemisphere

synoptics will �rst be provided, followed by a description of the method used to

identify and track midlatitude storms using QS data. This will serve as a background

before concentrating on mesoscale features embedded in fronts.

4.1 Overview of the meteorology of the Southern Hemisphere

Extratropical cyclones of the Northern Hemisphere have been studied extensively in

the past. In the Southern Hemisphere, however, only regional studies have been con-

ducted in the Australasian sector and in the vicinity of South America. Climatologies

have been constructed from ECMWF and NCEP analyses (Sinclair, 1997; Sinclair

and Revell, 2000; Simmonds, 2000; Simmonds and Keay, 2000). However, detailed

analyses of storm development are crucially lacking over a large part of the South-

ern Ocean. In their review of the meteorology of the Southern Hemisphere, Reeder

and Smith (1998) note that although the fundamental dynamics underlying storm

development can be expected to be similar in both hemispheres, regional topography

plays a major role in modulating this development. The extent to which the current

understanding of Northern Hemisphere extratropical cyclones can be carried over to

the Southern Hemisphere is uncertain.

The scene designed by nature in the Southern Ocean is strikingly di�erent from
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the Northern Hemisphere: 80% water and an unobstructed corridor for cyclones to

circle through and around the pole. The tip of South America is the only real ob-

stacle on their way, although the presence of Africa and Australia is also critical in

understanding the preferred regions of cyclogenesis. Poleward of 60�S, storms run

over an ice sheet whose extent varies throughout the year. Poleward of 65�S, the 3000

meter-high continent of Antarctica completely alters the dynamics of the lows that

made it up to that latitude (i.e. shrinking of the vortex column).

Bromwich and Parish (1998) give a good general description of the meteorology of

Antarctica. The presence of the cold Antarctic continent induces an almost permanent

baroclinic zone separating cold continental air from warmer maritime air. In turn,

the intensi�ed temperature gradient supports a large thermal wind and strong upper-

tropospheric westerlies. By and large, the circulation is characterized by subsidence

of cold air at the pole and a strong katabatic 
ow o� Antarctica feeding extremely

cold air into the cyclones revolving around the continent. It is possible that the

topography enhances the con
uence of the katabatic 
ow in preferred locations, in

turn favoring cyclogenesis in those regions. The contrast between the ice- or snow-

covered continent with surrounding ice sheet and the warmer waters probably plays

a major role in both the maintenance of the baroclinic zone and the heat 
uxes at

the air-sea interface. Yuan et al. (1999) found a correlation between three groups of

storms identi�ed with the NSCAT 1996 winds and extrema in sea ice extent. Monthly

and seasonal means of the QS surface winds also seem to describe patterns that follow

the extent and shape of the ice sheet (Tim Liu, personal communication).

Extratropical cyclones evolve eastward and poleward and decay when they cross

over the 60-65� region. They are an integral part of the thermally direct circulation

characterizing the Antarctic continent. Warmer air is drawn into the circumpolar

vortex at middle- to upper-tropospheric levels, converges and subsides, and regains

more northerly latitudes in the form of the katabatic wind. The rising branch appears

to be associated with cyclone activity between 65�S and 55�S (Bromwich and Parish,
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1998).

In discussing the cyclonic activity on a larger scale, Bromwich and Parish (1998)

note that the Antarctic continent serves as an anchor for the upper-level circulations

and limits the variability of the polar trough and the storm tracks. However, the fre-

quency of cyclonic activity in the Southern Hemisphere is higher than in the Northern

Hemisphere, with a peak in August (Carleton, 1981). Sinclair and Revell (2000) ex-

tract 4 categories of extratropical cyclogenesis in the Southern Hemisphere from their

composite analysis. Three categories involve a direct interaction with the entrance or

exit region of the upper-level jet. Cyclones in the fourth category form beneath an

intense pre-existing upper-level trough.

At the scale of individual storms, the relative importance of the factors possi-

bly a�ecting cyclone development in the Southern Hemisphere is still unclear. A

general view of the life cycle of individual cyclones as well as how they might be

inter-connected is still missing.

4.2 Observations over the Southern Ocean

The advent of satellite imagery certainly improved the description of Southern Hemi-

sphere storms. Carleton (1981) describes di�erent modes of extratropical cyclogenesis

as analyzed from satellite pictures. He mentions the development of vortices in the

vicinity of fronts, but can only identify the di�erent dynamic components using their

cloud signature. His description of the instant occlusion or instant frontogenesis is

reminiscent of the frontal waves observed over the North Atlantic. It seems to be

related to strong meridional blocking and cold air outbreak occurring to the west of

a major long wave trough.

Little has been done to tie these observations to quantitative measurements such

as surface wind vectors. Obviously, the absence of routine measurement of the nec-

essary dynamical quantities has always been and is still a major constraint to such



34

analyses. McMurdie and Katsaros (1991) use the Seasat and Nimbus-7 Scanning Mul-

tichannel Microwave Radiometers (SMMR) measurements to study the water vapor

distribution in cyclones over the global ocean. Levy and Brown (1991) and Levy

(1994) built a picture of surface winds and synoptic weather over the Southern Ocean

from SASS winds. They detected the presence of storms that were 10-20 mb deeper

than predicted by the Australian Bureau of Meteorology (ABM) and the ECMWF

analyses. They also found large di�erences in the positioning of the storm centers.

10 years later, increased resolution in the numerical models, together with initializa-

tion with satellite data (including NSCAT and QS) has improved the analyses. Still,

such discrepancies can be detected between NCEP and the UWPBL-derived pressure

�elds on a regular basis. In a recent study, Hilburn et al. (2003) detected major storm

events in their Southern Hemisphere scatterometer-derived pressure �elds that were

largely underestimated in the NCEP/NCAR reanalyses (by as much as 20 mb).

The extensive coverage of the Southern Ocean by SeaWinds-on-QuikSCAT and

its higher resolution are undoubtedly signi�cant improvements for the analysis of

cyclones and fronts, as will now be illustrated.

4.3 A quasi-synoptic look at storms

By running the pressure retrieval model (see section 3.3.2) on 7 successive QS orbits

(ascending and descending swaths), a quasi-synoptic picture of the surface of the

atmosphere can be obtained. The term quasi is used because the individual orbits

are separated by 101 minutes. Figure 4.1 shows an example of such a plot.

Since each pressure swath is a swath of relative pressure values, a coherent pic-

ture is obtained by matching in a least-square sense the individual swaths to the

same background ECMWF pressure �eld (the swath times are centered around the

ECMWF synoptic time). This ensures that the absolute isobars roughly match from

one swath to the next without changing the structure of the pressure gradients inside
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Figure 4.1: Quasi-synoptic hemispheric view of the Southern Ocean obtained by
running the pressure retrieval model on seven consecutive QuikSCAT orbits
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each swath. For reference, the ECMWF �eld corresponding to Fig. 4.1 is shown in

Fig. 4.2.

As can be observed, the pressure �eld obtained by running the pressure retrieval

model on the QS data is very similar to ECMWF. Similar in the average pressure

values, of course, since the swaths are matched against ECMWF. But also similar

in structure, with more detail in some satellite-derived cases (e.g. sharper curvature

change across fronts, deeper lows).

Similar plots were created for the July 1999-June 2000 period and animated along

with the divergence of the QS winds (see below). Storms and fronts of interest were

identi�ed and documented. The analysis presented in chapter 5.1 was then applied

to these particular fronts.

4.4 Observations of fronts by QuikSCAT

There is now ample evidence that scatterometer winds contain more information than

is available from model analyses (Atlas et al., 1999). Early on in the examination of

the QuikSCAT wind vectors, outstanding features could be detected, in particular

strongly marked convergence or shear lines and very detailed cyclonic structures.

Yeh et al. (2002) describe the propagation of a front from Southern China to Tai-

wan typical of the mid-May to Mid-June period (a \mei-yu" front). They show that

the positioning of the front, identi�ed as the wind shift line in synoptic analyses, is

substantially improved by using QS winds. Cyclones and fronts present some charac-

teristics that GCMs have rarely produced. Only when decreasing the resolution of the

Goddard Earth Observing System GCM to 0.5��0.5� do Conaty et al. (2001) produce

frontal features that are \reminiscent of those seen in high-resolution scatterometer

wind data" (pp 1854).

An example of a mature cyclone in the Southern Hemisphere is shown in Fig. 4.3.

Note the strong winds wrapping around the low, the area of very low wind speed in
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Figure 4.3: Mature cyclone over the Southern Paci�c Ocean - August 31, 1999
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the center of the low and on the southwestern 
ank of the cyclone, and the sharply

de�ned cold front. There is no visible warm front. However, one could argue that

secondary convergence lines are visible in the cold air sector. Similarly, the sharp

transition in wind speed in the southwestern corner of the �gure is peculiar.

This last example is not an exception and many dramatic storms were indeed

observed over the Southern Ocean in the winter of 1999. Figure 4.4 is another such

example where fewer wind vectors are plotted for clarity (panel a) and the divergence

�eld is plotted in panel b. A double front is visible and three other lines of con-
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Figure 4.4: Mature cyclone over the Southern Paci�c Ocean - September 20, 1999 (a)
QuikSCAT surface wind �eld (b) Divergence �eld

vergence are extending from the low, one of which (the southernmost one) could be

hypothesized to be the warm front, giving way to an occluded front wrapping around
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Figure 4.5: Same as 4.4 - Infrared image
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the low (more data would be necessary to verify this).

Interestingly enough, these features have a counterpart in the corresponding in-

frared satellite image, as can be seen in Fig. 4.5 (less than ten minutes apart). Two

bands of clouds are visible along the two convergence lines mentioned above. More-

over, a third cluster of clouds appears closer to the center, where another area of

convergence was observed. This could correspond to enhanced convection and cloud

formation in areas of convergence and then implies that the features visible in the

�ltered QuikSCAT surface wind �elds are real and not a mere artifact.
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(b)
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Figure 4.6: Same as �gure 4.4b (a) from QuikSCAT (b) from NCEP (18:00 UTC)

For reference, the divergence �elds obtained from QuikSCAT and from NCEP

surface wind �elds respectively are shown in Fig. 4.6. NCEP clearly indicates the

presence of an occluded system, but with far less detail than the analysis made from
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QuikSCAT data.

Reed and Albright (1997) note that the frontal structure in an extratropical cy-

clone can present a lot a variety, including di�erent types of occluded fronts, from

some fronts terminating ahead of the low center to fronts wrapping around the low

more than one time. Many analyses are based on satellite imagery interpretation.

Few studies have evidenced similar structures in measured surface wind �elds. These

structures are now visible in great detail in the QS wind �elds. Future studies will in-

volve documenting these di�erent frontal structures, in particular dramatic examples

of \T-bone" structures visible over the Southern Ocean (see next section).

The repeated observations of \dramatic" fronts led to the idea of following their

evolution using their signature in divergence or deformation. This provides both a

global view of cyclogenesis, frontogenesis and frontal wave development and a detailed

view of the inner structure of those fronts and cyclones at 25-km resolution.

4.5 A quasi-synoptic look at fronts

Quasi-synoptic plots such as Fig. 4.1 were constructed and animated for the period

July 1999-June 2000. Surface pressure and various kinematic �elds were plotted.

Figure 4.7 shows an example of surface divergence and pressure in July. One notes

the presence of four major cyclonic systems separated by four high pressure ridges

(actually an anticyclone at 160�W). The subtropical region is marked by the presence

of four anticyclones. The presence of fronts can be inferred from the sharp change

in curvature in the isobars and the lines of convergence in the upper plot. A strik-

ing example appears at 90�E where the observed T-bone structure is reminiscent of

Shapiro and Keyser (1990)'s \bent-back" warm front. The decrease in convergence

observed at the triple point is also reminiscent of their \frontal fracture".

Numerous other fronts are revealed in connection with the other systems. The

110�W cyclone is at the mature stage, its original cold front has moved ahead and



43

90˚E 120˚E 150˚E 180˚ 150˚W 120˚W 90˚W 60˚W 30˚W 0˚ 30˚E 60˚E

60˚S

30˚S

-5 -4 -3 -2 -1 0 1 2 3 4 5

20 July 99 - 12:00 UTC

Divergence 10-5 s-1

90˚E 120˚E 150˚E 180˚ 150˚W 120˚W 90˚W 60˚W 30˚W 0˚ 30˚E 60˚E

60˚S

30˚S

964 968 972 976 980 984 988 992 996 1000 1004 1008 1012 1016 1020 1024 1028 1032 1036 1040 1044

Surface pressure mb

Figure 4.7: Quasi-synoptic view of the Southern Ocean obtained by running the pressure retrieval model on seven

consecutive QuikSCAT swaths (a) Divergence (b) Surface pressure



44

is now hugging the coast of Chile. Other lines of convergence are present in the

post-frontal sector (one between 90 and 100�W and another one reaching back to

the shallow depression at 150�W). This shallow depression is itself associated with

a front extending northward from the low. The 10�W cyclone contains at least two

convergence lines. Similar lines of moderately strong convergence are observed in

association with the 150�W storm. Note �nally that a front is developing at 60�E in

the lee of the �rst cyclone described above.

The pressure and divergence �elds are next compared to the corresponding satellite

imagery. The 12:15 UTC infrared composite image is shown in Fig. 4.8, where the

divergence �eld from Fig. 4.7 has been reproduced for comparison. It can be easily

veri�ed that each of the features described above in the pressure and divergence �elds

has a counterpart in the cloud pattern. Note, in particular, the sharp frontal bands

along the convergence lines classi�ed as cold fronts (90�E, along the coast of Chile

and the double-line at 10�W and 0�). These features also have counterparts in the

vorticity and deformation plots (not shown here).

4.6 A front story

The animation of quasi-synoptic pictures of surface divergence and pressure over

the Southern Ocean suggests an intricate relationship between the birth, maturation

and decay of storms and that of fronts. As noted by Reeder and Smith (1998),

fronts and storms generally move eastward but fronts sometimes have an equatorward

component, while the parent cyclone sometimes moves southeastward. Some fronts

reach far to the north, sometimes into the tropical regions. Other fronts maintain their

surface characteristics (i.e. strong convergence and vorticity along with a signature in

the surface isobars) for several days as they travel eastward, after the parent cyclone

has reached maturation.

The sequence extracted from the July 1999-June 2000 period and used hereafter
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to illustrate the evolution and interconnection of fronts and frontal cyclones is shown

in Fig. 4.9 in 25 steps labeled (a) to (y). The 25 �gures are separated each by roughly

12 hours, starting on July 20, 1999 at 12:00 UTC.

In panel (a), a major trough can be seen in the bottom part of the �gure, with low

pressure and cyclonic vorticity. A smaller perturbation appears in the northwestern

sector, associated with a frontal structure extending north and appearing as a line of

curvature change in the surface isobars. In the next panels, the perturbation merges

with the trough as the ridge at 160� strengthens into an elongated anticyclone. The

perturbation has a strong signature in convergence. In panel (f), the two entities

have merged and the remaining cold front appears as an extension of the low pressure

system. From panel (g) to (j), however, a small wave appears along the cold front

and exhibits a clear comma-type signature in the divergence �eld.

In panel (k), the trailing cold front can be seen extending back to 110�W and

30�S. In the following steps, whereas the trough is moving eastward and over the tip

of South America, a small cyclone develops very quickly and reaches its mature stage

in about 24 hours. Note the clear comma-type signature in the divergence �eld in

panel (o). The comma-structure can also be inferred from panels (p) and (q). Note

that there does not appear to be a warm front.

In panels (r) and (s), the low merges with the polar trough and panel (t) shows

the resulting structure exhibiting a strong North-South convergence line after it has

passed over South America. Note also the weak pressure gradients on the western

side of the convergence line, east of South America, and the very strong pressure

gradients on the eastern side. Panel (u) re-emphasizes the meridional character of

the resulting structure. The ridge seems to be \squeezed" between the two lows. The

isobars are \packed" and reveal a very strong northerly 
ow from Brazil and south

to Antarctica. The wind turning through the front is extremely sharp. This is also

exchanging very cold air from the pole and warm and moist air from the Tropics on

a very short longitudinal band. The front is more than 3000 km in extent, not a rare
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Figure 4.9: Evolution of a perturbation in the Southern Paci�c - Left: divergence -
Right: surface pressure (same scales as �gure 4.7)
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observation in the animation. It is also being sustained in its North-South alignment

and with a fairly strong intensity for more than 60 hours.

In panel (x), a small pocket of vorticity appears on the front and develops into

a new vortex that eventually follows the typical cyclone development (not shown).

Since the vortex develops more than 60 hours after the front has passed over the

mountain range, vortex stretching in the lee of the Andes probably plays a minor role

in intensifying the vorticity in the region where the vortex is observed.

This type of frontal wave development is a recurrent feature of frontal evolution

and many other examples can be found in the period of analysis (July 1999-June 2000).

However, visual inspection of the QS-derived pressure �elds and kinematic �elds also

reveals the presence of numerous frontal \lows" that do not deepen signi�cantly (less

than 5 mb). The reasons why some frontal waves deepen explosively while others are

not developmental are not clearly understood (Parker, 1998).

The next chapter will describe the attribution technique used to partition the

wind �eld and diagnose the respective roles played by the environmental 
ow and the

front itself on the development of the frontal wave. The analysis is two-dimensional

and limited to the lower boundary of the atmosphere. Although an atmospheric

front is a three-dimensional structure, the frontal dynamics are often most intense

near the surface (Orlanski and Ross, 1984) and the analysis reveals some interesting

characteristics of three marine surface fronts. Reasons will be proposed as for why

some fronts produce secondary cyclones whereas others do not.
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Chapter 5

SCATTEROMETER-BASED FRONTAL WAVE ANALYSIS

5.1 Attribution technique with Green's functions

As mentioned earlier, frontal waves arise from a mesoscale instability on the trailing

cold front of a mature system. Since they are of intermediate scale and embedded

in a larger synoptic system, it is of interest to \separate" the frontal wave from its

environment and to study the in
uence of the latter on the development of the former.

Such a partitioning of the wind �eld has been the basis of several theoretical studies

of frontogenesis (see section 2.1). The approach used by Bishop (1996a) consists in

identifying the front with a strip of vorticity and convergence and reconstructing the

corresponding nondivergent and irrotational wind �elds. By subtraction from the

total wind, the environmental 
ow can be calculated.

By applying classical \potential theory", the vorticity � and the divergence D

characterizing the front can be associated with a streamfunction  and a velocity

potential � respectively (e.g. Acheson, 1990). We then have, in a general sense:

r2 = � (5.1a)

r2� = D (5.1b)

and, to the extent that  and � can be calculated, the corresponding wind compo-

nents:

u = �r �  k (5.2a)
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u� =rh� (5.2b)

These two wind �elds can be thought of as the non-divergent and the irrotational

components of the total wind �eld. By subtraction, the remaining component u� =

u�u �u� is irrotational and non-divergent, and represents the \background" wind,

or \environmental" wind. It is generally modeled as a pure deformation wind �eld.

Bishop's attribution technique provides a convenient way of estimating u� and is

adapted here to QuikSCAT data to study the impact of the environmental 
ow on

the development of frontal waves over the Southern Ocean. The method will �rst be

described and an example given.

5.1.1 Mathematical background

Green's functions

When solving a partial di�erential equation (PDE) system such as:

L[�] = f(x) in 
 (5.3)

where L[ ] is a linear, second-order PDE operator, � and f are both functions of x

and suitable boundary conditions are speci�ed, it is useful to look for solutions of the

form:

�(x) =

Z



G(x; �)f(�)d� (5.4)

where G(x; �) is referred to as the \Green's function" for L[ ]. If such a function

exists, then it is the solution of:

L[G] = �(x� �) (5.5)

i.e. the original PDE system where the forcing is replaced by a Dirac delta-function.

A solution to 5.5 is called a singularity solution for L[ ] to re
ect the fact that the

solution has a singular behavior at � (the in�nite \spike"). Conversely, if equation
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5.5 can be solved and the singularity solution (i.e. the Green's function) can be

determined, then by multiplying both sides of 5.5 by f(�) and integrating on �:Z



L[G]f(�)d� =

Z



�(x� �)f(�)d� (5.6)

By de�nition of the Dirac function, the right-hand side of the above equation is equal

to f(x) and because L[ ] is a linear operator:

L

�Z



G(x; �)f(�)d�

�
= f(x) (5.7)

which is our original PDE. In the process, the solution �(x) has been determined by

superposition of the singular solutions modulated by the forcing �eld.

Singular solution for the Laplacian

In our particular case, L[ ] is the Laplacian operator:

r2( ) = �(x) in R
2 (5.8a)

r2(�) = D(x) in R
2 (5.8b)

for which the Green's function can be shown to be:

G(x; �) =
1

2�
logjx� �j (5.9)

(see Appendix B). The streamfunction  and velocity potential � are thus obtained

by superposition:

 (x) =
1

2�

Z
R2

�(�)logjx� �jd� (5.10a)

�(x) =
1

2�

Z
R2

D(�)logjx� �jd� (5.10b)

An important advantage of a solution using Green's functions (as opposed to, for

example, a solution obtained by overrelaxation) becomes apparent in the above for-

mulation: the Green's function is not dependent on boundary conditions on the edges
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of a �nite region and the solution is obtained by integration over the whole domain (or,

stated slightly di�erently, the boundary conditions are removed to in�nity). For that

reason, the singularity solutions are often called free-space Green's functions. Here

the globe is mapped onto a plane using a conformal projection (see section 5.1.3).

Thus the domain of integration is the in�nite plane.

Because we aim at studying the front separately from its environment, it is of

interest here to attribute a streamfunction and a velocity potential to the elements of

vorticity and divergence contained in a subdomain 
 of the in�nite plane (i.e. a box

surrounding a frontal region). In that case, the solutions are:

 
(x) =
1

2�

Z
�2


�(�)logjx� �jd� (5.11a)

�
(x) =
1

2�

Z
D2


D(�)logjx� �jd� (5.11b)

and the nondivergent and irrotational parts of the wind �eld attributable to the

elements of vorticity and divergence contained in the subdomain 
 are de�ned as:

u = �r� ( 
k) (5.12a)

u� =rh�
 (5.12b)

If we write the total wind u as a sum of three components:

u = u 
 + u�
 + u�
 (5.13)

then u�
 is the part of the wind �eld that is not attributable to elements of vorticity

or divergence contained in 
. It is therefore usually referred to as the harmonic part

of the wind, and is attributable to elements of vorticity and divergence outside of 
.

It is also referred to as the environmental 
ow. This wind partitioning is thus an ideal

way of separating the wind components on two di�erent scales: local contributions at
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the frontal scale (u 
 and u�
) and contributions from surrounding systems at the

synoptic scale (u�
).

Note that u�
 might also contain a global harmonic component that is not at-

tributable to any element of vorticity or divergence inside or outside 
 (i.e. a global

background harmonic wind �eld). However, if such a component u�
0 exists and we

further decompose u�
 into u�
0, due to elements of vorticity and divergence outside

the domain, and u�
0, then u�
0 , being irrotational, can be written as:

u�
0 = rh� (5.14)

where � is a velocity potential. Since the in�nite plane is here really a mapping of the

globe, � must converge toward a constant at in�nity (i.e. the point opposite the center

of projection). Since � is harmonic, it must then be constant everywhere, and u�
0=0

(Bishop, 1996a). Consequently, u�
 is attributable solely to elements of vorticity and

divergence outside of the domain 
.

Estimating u�
 on a �nite grid

Since Bishop (1996a) goes into great detail about adapting the reconstruction tech-

nique to discrete data, only a brief summary will be given here. The integrand of

equation 5.10 can be viewed as the contribution at x of a vorticity or divergence

element centered at �. If we follow Bishop (1996a)'s notation and index of the grid

boxes with 1 < k0 < M � 1 (along the x-coordinate) and 1 < l0 < N � 1 (along the

y-coordinate), then (x0k0l0 ; y
0

k0l0) stand for the coordinates of the center of the k0l0 grid

box (�nite version of � above), Ck0l0 and Fk0l0 represent the circulation around and

the 
ux out of the k0l0 grid box (� and D above), rk0l0 is the distance between x and

�, and the non-divergent part of the wind �eld u becomes:

u 
 =
1

2�

M�1X
1

N�1X
1

Ck0l0
�(y � y0k0l0)

r2k0l0
(5.15a)
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v 
 =
1

2�

M�1X
1

N�1X
1

Ck0l0
(x� x0k0l0)

r2k0l0
(5.15b)

whereas the irrotational part of the wind �eld u� takes the form:

u�
 =
1

2�

M�1X
1

N�1X
1

Fk0l0
(x� x0k0l0)

r2k0l0
(5.16a)

v�
 =
1

2�

M�1X
1

N�1X
1

Fk0l0
(y � y0k0l0)

r2k0l0
(5.16b)

The environmental 
ow u�
 is obtained by di�erence with equation 5.13.

5.1.2 Example

The attribution technique is now illustrated with an example over the Southern Ocean,

West of Chile, on July 25, 1999 at 13:00 UTC (panel k of Fig. 4.9). Figure 5.1a shows

a QS-derived pressure �eld where a trailing cold front is visible around 34�S. The

corresponding mature system is merging with the polar trough South of the Drake

Passage. The front is located between two anticyclones (95�W-30�S and 110�W-37�S)

which make the (100�W-35�S) point a saddle point often referred to as a col point.

The front is clearly visible in the divergence �eld shown in Fig. 5.1b. A box is drawn

around the front, as shown in Fig. 5.1c where the �gure has been rotated in such a

way as to line the front up with the vertical axis of the page. This will de�ne the

x-axis (across the front, pointing toward the warm air) and the y-axis of the frontal

box (along the front, pointing toward the tail). In the rest of this study, all the fronts

will similarly be rotated to allow for comparison. Figure 5.1d is an enlargement of

the frontal box showing both the line of convergence (background yellow and orange

colors) and the QS winds. The box is 1000 km wide and 2000 km long.

The partitioning of the wind using the attribution technique described above is

shown in Fig. 5.2, where u ,u� and u� are shown respectively. One can clearly
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Figure 5.1: Di�erent views of a front on July 25, 1999 at 13:00 UTC (a) QS-derived
pressure �eld (b) QS-derived divergence (c) Same as in (a) after rotation, with frontal
box shown around the front (d) QS divergence and winds in frontal box
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appreciate how u describes the vortical part of the 
ow and u� describes the diver-

gent (here mainly convergent) part of the 
ow. One also notes that the remaining

environmental 
ow u� is characterized by strong stretching deformation. One of the

objectives of this study will be to determine how this stretching deformation a�ects

the growth of frontal instabilities.

This attribution technique enables us to partition the wind in a way that is consis-

tent with and comparable to the theoretical partitions proposed in section 2.1. The

impact of the environmental 
ow calculated with this technique can be studied in

much the same way as the impact of the deformation 
ow in theoretical models. Fur-

thermore, a more dynamical meaning can be associated with the nondivergent and

irrotational components of the wind. u clearly contains the vorticity characterizing

the turning of the wind in the frontal zone. If we \lift" the nondivergent wind u 

and the background 
ow u� (also nondivergent), we lift, in e�ect, the geostrophic

component of the wind and the rotational part of the ageostrophic wind. What re-

mains is the \divergent" component u�, which can be thought of as the divergent

component of the ageostrophic wind. It is therefore of interest to understand how

this ageostrophic (cross-frontal) wind contributes to the development of the frontal

wave.

Note that the identi�cation of the front with the line of maximum convergence is

motivated by the application of the attribution technique. Positioning of the front fol-

lowing, for example, the dynamical conditions speci�ed by Reed and Albright (1997)

would lead to a slightly di�erent location. Since the lateral shear of the along-front

wind component should be more cyclonic on the cold side of the front (i.e. within

the frontal zone) and the cyclonic curvature of the isobars should be stronger in the

frontal zone than in the adjacent warm air, the cold front identi�ed following these

criteria would be drawn slightly northeastward of the center line of the box.



62

5.1.3 Projections and mapping

All the above calculations are carried in spherical coordinates, to ensure minimum

distortion. Once the wind �eld is partitioned, the components are projected onto a


at plane using a polar stereographic projection:

xp =
2a cos(�) sin(�)

1� sin�
(5.17a)

yp =
2a cos(�) cos(�)

1� sin�
(5.17b)

where a is the mean radius of the earth, � the longitude and � the latitude. This

allows for easy rotation of the box while still ensuring minimum distortion in the

midlatitudes.

5.1.4 Sensitivity analysis

Bishop (1996b) discusses the advantages of this method over other techniques. Eval-

uating the stretching rate from the total wind along vorticity lines can lead to large

errors because the waviness of the front will induce a wavy pattern in the calculated

stretching rate. Similarly, evaluating the stretching rate from the mean stretching in

the box can lead to signi�cant errors due to the orientation of the box. The method

used here ensures that the environmental 
ow is e�ectively calculated, by subtraction,

from the vorticity and divergence elements surrounding the frontal box.

The error associated to the grid spacing in the calculation of the stretching rate

can be evaluated by considering that the grid spacing induces an uncertainty of

� tan�1(�x=L) on the angle of the front, where �x is the length of one grid square

and L the length of the frontal box (Bishop, 1996b). In the case described above,

with a grid spacing of 50 km and a frontal box length of 1100 km, this amounts to an

uncertainty of �2.6�on the orientation of the box. When repeating the above analysis

after rotation of the box to these two extremes, the along-front stretching is observed

to vary by less than 0.1%.
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Bishop (1996b) also discussed the domain independence of the attribution tech-

nique to the size of the box and veri�ed that u , u� and u� were domain-independent

up to the precision of the calculation. A more detailed sensitivity study is provided

by Renfrew et al. (1997) who varies the width of the box by �25% and the angle

by �3�. He obtained a variation of only 0.06�10�5 s�1 in @ve=@y from real data,

as opposed to 0.25�10�5 s�1 when using the total wind. Similar calculations were

carried out on the example described above and a maximum variation of 0.06�10�5

s�1 was found. This is consistent with Renfrew et al. (1997) and can be understood

by considering panel (d) of Fig. 5.1. Because the elements of vorticity and divergence

are concentrated in a narrow strip along the central line of the frontal box, decreasing

or increasing the size of the box will not a�ect signi�cantly the number of vorticity

and divergence elements taken into account in the attribution calculations. Similarly,

by considering panel (c) of Fig. 5.2, one will see that rotating the frontal box by �3�

amounts to rotating the environmental wind vectors by �3�, which will not a�ect the

estimate of along-front stretching in any signi�cant way. This is, indeed, one of the

main advantages of Bishop's method and one of the reasons for its popularity.

5.1.5 Characteristics of the environmental 
ow

The impact of the environmental 
ow u� on the development of the front is assessed

by calculating the mean kinematic components of u�. This is illustrated in Fig. 5.3

for the same front as in the previous sections. Note that x, y, u and v now correspond

to the frame of reference de�ned by the frontal box.

Panel (a) shows u� for reference. The along-front stretching component @v=@y is

shown in panel (b). It is furthermore averaged along lines parallel to the front and

plotted as a function of x in the upper-part of panel (b). The along-front stretching

is fairly homogeneous across the frontal box, with a mean of 0:6� 10�5s�1.

Cross-frontal shear @v=@x is plotted in panel (c) and averaged in the upper dia-

gram. It is relatively homogeneous except for a region close to and along the front
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where the shear increases. This shows that the environmental 
ow contains a frontal

characteristic that was not captured by the vorticity and the divergence contained in

the frontal box.

The axis of dilatation of the environmental 
ow is plotted in panel (d) with surface

air temperature (plain lines and colors). The axis of dilatation is on average at an

angle with the isotherms which will, in this case, tend to rotate the front in an

anticlockwise direction. It is competing with the vorticity of the front itself, which

tends to rotate the front in a clockwise fashion.

A time series of averaged along-front stretching will be constructed from these

kinematic values at di�erent stages of the life cycle of a front in section 5.2.

5.1.6 Frontal wave growth

In order to evaluate how a frontal wave grows, an adequate measure of the growth is

necessary. Several measures have been used in the past, including the ampli�cation

of the wave slope (Bishop and Thorpe, 1994) and the vorticity waviness (Renfrew

et al., 1997). On a two-dimensional plane, the wave slope is measured as the angle

between a line of vorticity and its basic-state position, which is di�cult to extract

from observations. The vorticity waviness W is de�ned as the peak vorticity �peak in

the frontal box minus the maximum along-front average vorticity ��y, where the latter

is calculated on each line of points parallel to the front. Using Renfrew et al. (1997)'s

notation, the waviness is then:

W (�) = �peak �max(��y) (5.18)

The peak vorticity �peak characterizes the growing instability. But if the vorticity of

the whole front also increases signi�cantly, the instability cannot be said to grow as

a separate entity. Subtracting the along-front average vorticity ��y ensures that the

vorticity waviness re
ects how the instability is growing as compared to the rest of the

front. The two quantities can be evaluated easily from observations and this second
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method is therefore used in this study.

The derivative of the waviness, calculated by �nite di�erences, can then be used

as a proxy for growth. Since a QS look at an evolving front can be obtained roughly

every 12 hours, an approximate time series ofW (�) and its derivative can be obtained

and explosive growth, if it occurs, can be detected. Applications will be shown in the

next section.

5.1.7 Frontogenesis

As suggested by recent analyses (e.g. Rivals et al., 1998), characterizing the fronto-

genetical or frontolytical impact of the di�erent wind components might be crucial

in understanding the timing and location of frontal wave growth. It is therefore of

interest to evaluate these impacts from the calculated winds.

Frontogenesis can be de�ned as the rate of change of the magnitude of the hori-

zontal potential temperature gradient following parcel trajectories (Petterssen, 1936):

d

dt
jr�j = �

1

2
jr�j(D � E cos 2�) (5.19)

In Cartesian coordinates, the expression derived by Keyser et al. (1988) is preferred:

Fx =
d

dt

�
@�

@x

�
= �

@u

@x

@�

@x
�
@v

@x

@�

@y
(5.20a)

Fy =
d

dt

�
@�

@y

�
= �

@u

@y

@�

@x
�
@v

@y

@�

@y
(5.20b)

In turn, if we use the above wind partitioning (Eq. 5.13), we can also partition the

frontogenesis vector F0 into its three components, respectively frontogenesis due to

u , u� and u�:

F0 = F + F� + F� (5.21)

Note that F� corresponds to frontogenesis due to the ageostrophic (cross-frontal)

wind, of particular interest in understanding the role played by cross-frontal conver-

gence in the development of frontal waves.
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ECMWF surface air temperatures are interpolated onto the frontal box grid and

frontogenesis is calculated by �nite di�erences using the above equation. Note that

there is a resolution di�erence between the frontal box grid (50 km) and ECMWF

(1.25��1.12�). The fronts are not as \sharp" in the ECMWF surface air temperature

�elds as in the QS-derived pressure �elds. Moreover, the QS passes are close to

synoptic time at the beginning of the following analysis (within one hour) but not at

the end. There is therefore some uncertainty in the collocation of the temperature

front and wind-derived front. For lack of better data, the temperature and wind �elds

were only inspected for visual consistency.

Because frontogenesis is of interest only in the vicinity of the frontal region, Fx is

averaged on a smaller box within the frontal box of 300�1000 km. Time series of the

three components are constructed at each stage of the front life cycle.

5.2 Life cycle of a front

In this chapter, the methodology described above is applied to the front described in

section 4.6. The front experiences two successive frontal wave developments over the

Southern Paci�c and Southern Atlantic Ocean. Its life cycle is summarized in Fig. 5.4

in 15 steps lettered (a) through (o). In each panel, the pressure and divergence �elds

are shown with the frontal box drawn around the front. The bottom part of each

panel shows the environmental 
ow in the box. The frontal boxes have been rotated

for comparison. The x-axis is always pointing toward the warm air (i.e. roughly

northeastward or eastward). The y-axis is pointing toward the tail of the front (i.e.

roughly northwestward or northward).

The �rst feature of interest appearing in steps (a)-(e) is the strong deformation

signature of the environmental 
ow, which seems to validate the representation of the

background 
ow by a deformation �eld in past theoretical studies. As explained in

the previous section, the environmental 
ow in the frontal box is induced by vorticity
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and divergence elements outside the box. Figure 5.5 explains how these surrounding

elements create the background deformation 
ow in panel (a). The anticyclone north-

east of the box (labeled H2) induces a northerly/northwesterly 
ow into the box. The

smaller anticyclone southwest of the box (H1) induces a southerly 
ow in the frontal

box. The low center (L) induces a cyclonic circulation in the southern part of the

box. Recall that the magnitude of the wind induced by the highs and lows is inversely

proportional to the distance from the vorticity and divergence elements in those highs

and lows. The combination of the induced wind �elds result in the deformation �eld

observed in Fig. 5.4, with a strong cyclonic component in panels (a) and (b) due to

the proximity of the low center (L).

Figure 5.5: Role played by surrounding synoptic features in the environmental 
ow

On July 26, at 12:30 UTC (step f), the front is taking on the shape of a classical

incipient wave. An elongated, almost closed isobar is visible. This step shows the

�rst signs of secondary wave growth. Note that the positioning of the frontal box

is more arbitrary in this case since the wave has more of a V-shape. However, the

estimation of the along-front stretching remains within the uncertainty discussed in

section 5.1.4.
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In steps (g) through (j), the environmental 
ow bears the signature of the strongly

cyclonic pocket of vorticity corresponding to the low. The in
uence of the low is

stronger at the bottom of the frontal box and decreases northwestward as we move

away from the low center. This can also be said of July 29. However, in steps (l)

through (o), as the low center migrates southeastward (i.e. away from the box, not

shown in the �gures), the environmental 
ow is characterized once again by a strong

con
uent-di�uent component. On July 31 at 09:15 UTC, a new vortex appears,

characterized by closed isobars and an incipient wave signature. This cyclone later

follows its own life cycle (not shown in the �gures).

The time evolution of the along-front stretching (@v=@y) by the environmental


ow is shown in the top panel of Fig. 5.6. The x-axis is labeled in hours, starting

on July 24, at 00:00 UTC. The divergence �elds for 6 of the 14 steps are plotted

for reference. The along-front stretching decreases over the �rst 60 hours to reach

its lowest value (0:2 � 10�5 s�1) at step (f), when the �rst frontal wave starts to

grow signi�cantly. The stretching increases anew as the cold front develops, rotates

and crosses over South America (steps (f) through (l)). Then it decreases to reach

0:2� 10�5 s�1 again when the second frontal wave starts to grow. This is remarkably

consistent with the theoretical results of BT94, who predict that the basic-state strain

rate should decrease below a 0:6� 10�5 s�1 threshold before frontal waves can grow

signi�cantly.

In the bottom panel of Fig. 5.6 is plotted the along-front average vorticity (dashed

line). It doubles over the 60 hours preceding the initiation of each frontal wave. This

makes sense intuitively, since the shear and vorticity of the front are increasing as a

result of frontogenesis. Values ranging from 0.5�10�4 to 1.1�10�4 s�1 are also consis-

tent with Rivals et al. (1998). The vorticity waviness (solid line) shows a minor peak

at t=24 hours and two major peaks at steps (f) and (n) when the two frontal waves

start to grow. The instabilities grow when the vorticity maximum (i.e. the in
ection

point shear) exceeds a critical value (Brown, 1980). These two peaks correspond to
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the times when the instabilities stand out the most against the average vorticity of

the front and match the times when the strain rate reaches its lowest value.

In Fig. 5.7, these results are presented in a di�erent format for comparison with

Renfrew et al. (1997) and Rivals et al. (1998). On the x-axis, the along-front stretching

is normalized by BT94's 0:6� 10�5 threshold. This clearly identi�es the values that

theoretically allow frontal wave growth (left of the x=1 line) from the values that

prevent frontal wave growth (right of the x=1 line). The y-axis is the derivative of

the waviness, used as a proxy for growth. In this graph, points are expected to fall

either in the top left quadrant (low strain rates - high growth rates) or in the bottom

right quadrant (high strain rates, low growth rates). Letters corresponding to several

time steps of Fig. 5.4 are indicated for reference. By following the curve from (a)

to (n), one can capture at a glance the environmental conditions in which the front

evolves and verify if the frontal waves grow under the stretching conditions predicted

by theory. In our case, the growth rates are high (e and n) only when the strain rate is

small (top left quadrant). When the strain rate is high, the growth rates are smaller

than 1�10�9 s�2 and sometimes negative (although not exclusively in the bottom

right quadrant). The values are in overall agreement with Rivals et al. (1998) (but

their analysis contains only 4 points) and Renfrew et al. (1997) (although they plot

only the individual points and do not connect the di�erent life cycles). A number of

our points fall between 0.8 and 1 in normalized stretching. This suggests that BT94's

theoretical threshold might be greater than the threshold under which the stretching

should fall for growth in the real atmosphere. For the second wave in particular, the

three points preceding the stage when the wave starts to grow (n) fall between 0.8 and

1. Yet, the wave only grows when the strain rate falls much lower (0.35 normalized

stretching).

Figure 5.8 shows average frontogenesis (Fx) due to each wind component. In the

top panel, absolute values are plotted, starting with the total frontogenesis F0, then

the individual components F , F� and F�. The general tendency of F0 is to increase
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Figure 5.7: Frontal wave growth rate vs. normalized stretching

during the development of each front and reach a local maximum when the frontal

wave starts to grow. For the �rst frontal wave, the maximum is reached at t=60

hours (i.e. same as the local maximum in vorticity waviness). For the second frontal

wave, the maximum is reached 12 hours before the peak in waviness. This increase

in F0 is consistent with the concept of increasing frontogenesis as the front develops.

However, notable di�erences can be observed in the three components of F0. This

can be seen in the top panel of Fig. 5.8 or in the bottom panel, where F , F� and

F� are plotted in relative values (relative to the total F0), for comparison with Rivals

et al. (1998). Whereas F� increases signi�cantly as the �rst front develops (from t=0

to t=60 hours), F varies mildly and F� decreases to a (negative) minimum at t=60

hours. This suggests that the cross-frontal ageostrophic circulation plays a major

role in strengthening the front (F�), whereas the background deformation becomes

frontolytical when the �rst frontal wave starts to grow (F�). Rivals et al. (1998) also
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observe a predominant role played by the ageostrophic circulation. However, they

observe (in a 5-point time series) that the frontal wave grows at a time when F�

decreases. The reverse is observed in our case.

In stark contrast, frontogenesis during the second frontal wave development is

characterized by F and F� of similar magnitude and only a mild decrease in F�.

This suggests that the two frontal waves might follow di�erent scenarios. The �rst

one might require a relaxation of the environmental deformation and associated fron-

togenesis, possibly counteracting frontogenesis due to the cross-frontal ageostrophic

circulation, whereas the second one grows in a front where the ageostrophic 
ow has

ceased to play a dominant role.

In order to better characterize that di�erence, we turn to upper-level analyses.

500-mb heights were obtained from ECMWF and are shown in Fig. 5.9, along with

the 500-mb vorticity calculated from the gridded wind vectors. In the left column, the

QS-derived pressure �elds are plotted for reference (same as Fig. 5.4 - 4-mb contour

intervals, reds (blues) represent high (low) pressures). The center column shows 500-

mb heights (60-m intervals, reds (blues) represent high (low) heights). The right

column shows 500-mb vorticity, with cyclonic (anticyclonic) vorticity in red (blue).

The main feature of interest is highlighted by small black arrows in panels (c), (d)

and (e). As the surface front develops and strengthens, a short wave on the upper-

level jet moves in. Its signature is weak but apparent as a wavy pattern in the 500-mb

heights and as a maximum in upper-level vorticity. The subsequent growth of that

upper-level feature is coincident with the deepening of the frontal wave beneath it

(panel (f) through (j)), which suggests a baroclinic growing mode in the later stages.

In the early stages, the type of kinematic analysis performed here does not reveal

which of the surface or upper-level feature is driving the other. Although there has

been some discussion about surface PV anomalies inducing upper-level anomalies

(in this case, the surface frontal wave inducing the upper-level short wave), current

thinking favors the notion of upper-level anomalies existing �rst and independently of
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the surface front. Subsequent growth is then dependent upon a favorable con�guration

and timing of the two features.

In contrast, the environment in which the second surface frontal wave grows is

very di�erent. A large meridionally elongated surface trough extends North to Brazil

and has a very similar counterpart at upper-levels, in the form of a meridionally

elongated trough with a strong vorticity signature. The upper-level front is lagging

slightly westward compared to the surface front. The upper-level trough and high-

vorticity are already present above the surface front 48 hours before the occurrence

of the frontal wave (panel (k)). However, the secondary cyclone starts to form only

48 hours later (panel (n)), when the upper-level depression stands out in the vorticity

�eld as an isolated vortex.

These results suggest that the two frontal waves followed distinct scenarios:

1. In the �rst case, the front strengthens as a result of frontogenesis due mainly to

the divergent ageostrophic cross-frontal circulation. Then three processes be-

come important: (i) The along-front stretching associated with the environmen-

tal 
ow decreases with time and reaches a minimum of 0:2� 10�5 s�1. (ii) The

environmental 
ow becomes frontolytic. (iii) A short upper-level wave moves

in above the surface front. The front then becomes unstable and a secondary

cyclone develops, with a clear signature in both the surface and upper-level

�elds.

2. In the second case, the large-scale trough in which the front is embedded also

exists at upper-levels, with high values of vorticity. The frontal surface has a

slight westward tilt with height. Frontogenesis is relatively high but not due for

the most part to the divergent ageostrophic wind. The environmental 
ow does

not become frontolytic although the along-front stretching associated with it

decreases. When it reaches a minimum of 0:2� 10�5 s�1, the secondary cyclone

develops.
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This second scenario is reminiscent of Sinclair and Revell (2000)'s fourth type of

extratropical cyclone (type T) forming beneath a preexisting upper-level trough. It

is also reminiscent of Carleton (1981)'s instant occlusion, thought to be associated

to strong meridional blocking (i.e. elongated meridional trough) and cold air surging

to the west of a long wave trough. In contrast, the �rst scenario resembles the

typical frontal waves observed in the North Atlantic (e.g. Rivals et al., 1998). In

both cases, there is a clear connection between the surface and the upper-levels, and

the subsequent cyclone growth seems to have a baroclinic component, as suggested

in recent studies (e.g. Joly, 1995). However, the \timing" of the connection with

the upper-level feature in the �rst case (i.e. with the fast-moving short wave in the

upper-level jet) is more critical than in the second case.

As mentioned earlier, many fronts observed with the QS data are stable, long-

lived and decay without breaking up. Moreover, many fronts showing \weaknesses",

peaks in vorticity or wavy patterns, strengthen in the following hours or days and

pursue their frontal life cycle. Many frontal waves are thus not developmental. The

coincident action of the di�erent factors listed above is thus critical in spawning a

secondary cyclone. In order to better characterize their respective roles, two fronts

are analyzed in the following sections: �rst a stable front, then a front in which an

instability fails to grow.

5.3 Comparison with a stable front

The motivation in this section and the next is the following: various processes have

been identi�ed in the formation of two types of frontal waves in the previous analysis.

Does the QS data set contain a similar frontal life cycle in which these processes would

play similar roles, but with a di�erent outcome?

The July 1999-June 2000 QS period was searched for such cases using animations
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of pressure and divergence �elds. The front analyzed here is described brie
y in Fig.

5.10. Since the front is stable and long-lived, the 14-panel history is omitted here

and replaced by a single panel in which three characteristic stages of the life cycle are

presented. In panels (a) and (c) the three corresponding swaths of divergence and

pressure respectively are shown. Note that the three swaths take place at di�erent

times (indicated below the swaths). However, plotting them together on the same

map shows the distance traveled by the front in time and its geographical extent.

The front is a remnant of a storm over the Indian Ocean and is �rst shown on July

26, 1999 around 00:00 UTC (left swath). It bears the typical comma-type signature

of mature storms, visible as a line of convergence in panel (a) and as a kink in the

isobars in panel (c). The tail of the front is oriented southeast-northwest. Two days

later (July 28, 1999 around 00:00 UTC), the front has rotated and is now taking on

a more south-north orientation, with its tail reaching southwest Australia (middle

swath in panels (a) and (c)). Two days later, the front is fully oriented south-north

and has kept its identity in both the divergence and pressure �elds. In the following

days, the trough and the front weaken. Late during the decay, as the trough starts

to merge with the polar trough, a small depression starts to form (3-4 mb) but then

�lls in (not shown here). Over the 8-day life cycle, there is no sign of instability or

wave growth in the front.

In panels (b) and (d), the 500-mb vorticity and 500-mb heights respectively are

shown at each of the three stages depicted in panels (a) and (c). They show that there

is a well-formed upper-level trough corresponding to the surface trough. The position

of the surface and upper-level fronts reveals that the front tilts westward with height.

The upper-level trough already exists in the early stages of the front life cycle, in a

manner similar to the Atlantic Ocean case east of South America described in the

previous section. However, in contrast with the Atlantic Ocean case, no secondary

vortex is formed.

The wind partitioning and kinematic analysis were applied to the 14 QS swaths
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describing the front life cycle. Panel (e) shows the resulting environmental along-front

stretching. It varies between 0:46� 10�5 s�1 and 0:85� 10�5 s�1. One will note that

it never reaches the 0:2�10�5 s�1 observed in the Paci�c and Atlantic cases (previous

section). However, as in those cases, one will also note that it remains for long periods

of time below BT94's critical threshold of 0:6�10�5 s�1. This suggests either that the

real-case threshold is lower than their theoretical result, or that a strain rate below

0:6� 10�5 s�1 might be necessary but not su�cient for frontal wave growth.

Panel (g) shows the along-front average vorticity and vorticity waviness. Three

peaks in average vorticity can be observed, which means that the front as a whole

intensi�es at those times (higher shear, higher vorticity). However, no isolated vor-

ticity peak appears (i.e. no peak in waviness), except at the very end. This means

that no individual vortex stands out in the front throughout most of the life cycle.

This might be due to the fact that the environmental strain rate remains relatively

high. The last peak in waviness happens at a time when the strain rate is increasing

(0:68� 10�5 s�1), which might also explain why no vortex grows at that time either.

In panel (f), growth is plotted vs. normalized environmental along-front stretching

as explained for Fig. 5.7. This plot emphasizes the fact that the stretching is contained

within a narrow range of values and that no signi�cant growth is observed throughout

the time series. All the points are huddled together, which highlights the fact that

the front and the environment overall keep their characteristics throughout the 8-day

period.

Finally, panel (h) shows frontogenesis due to the total wind (F0) and to each

component (F�, F and F�). F0 increases, remains relatively high and decreases only

towards the end of the life cycle. The divergent ageostrophic component F� accounts

for most of the frontogenesis in the early stages, then decreases towards the end,

exhibiting a behavior very similar to that of F� in the Paci�c/Atlantic case (previous

section). F is small in the early stages and increases towards the end. Frontogenesis

due to the environmental 
ow (F�), in contrast with the Paci�c/Atlantic case, remains
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overall constant and close to zero. In particular, it does not become signi�cantly

frontolytic for a long period of time.

In summary, the behavior of this stable front shares some similarities with the

Paci�c/Atlantic case. It starts as the remnant of the baroclinic zone associated with

a mature storm. It rotates from a southeast-northwest to a fully north-south orien-

tation and maintains its identity for several days. Frontogenesis is high in the early

stages, with a major role played by the cross-frontal divergent ageostrophic circula-

tion, and decreases with time. However, this front is di�erent, with higher values of

the environmental stretching and neither a frontolytic nor frontogenetic role played by

the environmental 
ow. Since high values of vorticity do exist at upper-levels, these

results suggest that the surface conditions might not be optimal in this case for the

growth of a vortex on the tail of the front. The environmental stretching deformation

might not relax to su�ciently small values. Note however that the present analysis

does not encompass the full range of components involved in cyclone development.

5.4 Comparison with a non-developmental wave

In this last case study, the July 1999-June 2000 QS period was searched for a case

of a long-lived front where an instability can be detected but no vortex deepens

signi�cantly. An \incipient frontal wave", as one might call it, appears at one synoptic

time, but is damped out in the following hours by a strengthening of the front.

The 13-step life cycle is summarized in Fig. 5.11 where only 7 characteristic swaths

are shown for reference. Since important details are necessary for the understanding

of the frontal evolution, the full quasi-synoptic picture is shown at each stage, with

QS divergence in the top row, QS-derived surface pressure in the second row, 500-mb

heights in the third row and 500-mb vorticity in the bottom row.

In column (a), a mature cyclone is depicted south of the Cape of Good Hope

on June 24, 2000 around 00:00 UTC. Its cold front is curving back to the west and
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the storm can be seen in column (b) to have a wide zonal extent on 60 degrees of

longitude. The feature of interest appears in column (c) in the form of a wavy pattern

in the convergence line corresponding to the front and a small depression along the

front in the pressure �eld. The position of this small low is highlighted by a black

circle and a little black arrow in the 500-mb plots for future reference.

As can be seen in column (d) through (f), this depression does not deepen and

the front maintains its shape (a straight line) and orientation (southeast-northwest)

for 4 more days as it moves eastward. Then only, as the tail of the front approaches

Australia, a vortex appears and grows into a small cyclone, as shown in column (g)

on July 1st, 2000. The rest of the front can be seen to weaken and decay south of

Tasmania.

This case is of particular interest because it shares many similarities with our

original Paci�c case study (the �rst frontal wave in section 5.2). However, the frontal

instability does not deepen. The wind-partitioning and kinematic analysis was carried

out on the 13 QS swaths describing the life cycle of this front to shed some light on

the di�erences between the two waves. The results are summarized in Fig. 5.12.

Panel (a) shows the along-front stretching by the environmental 
ow. Letters

corresponding to the time steps depicted in Fig. 5.11 are indicated for reference.

The time step at which the frontal wave is �rst seen in the pressure and divergence

�elds is \c". The stretching can be observed to decrease over the 48 hours preceding

step \c" to reach a minimum value of 0:33 � 10�5 s�1. It then increases again to a

maximum and decreases to 0:6 � 10�5 s�1 when the vortex develops on the tail of

the cold front. The overall pattern of increasing and decreasing strain rate resembles

the one observed in Fig. 5.6. The frontal waves appear when the strain rate is at a

minimum.

Panel (c) shows the variations of the along-front average vorticity (dashed line).

Note the larger variations at the beginning of the life cycle, when the vorticity doubles

(10�10�5 s�1) and then decreases back to 4�10�5 s�1 over 24 hours. In contrast the
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vorticity remains more or less constant in the subsequent stages (about 7�10�5 s�1).

The solid line shows two peaks in the vorticity waviness. The �rst one corresponds

to the incipient frontal wave that fails to grow, whereas the second one corresponds

to the vortex developing into a small cyclone o� the coast of Australia. Note however

that the �rst peak appears at step (d), 24 hours after the wave is �rst observed in the

pressure and divergence �elds. The wave was thus growing for at least 24 hours, even

though the depression did not deepen signi�cantly at later times. Note also that at

step (c), when the incipient frontal wave �rst appears, the average vorticity is 6�10�5

s�1 and the peak vorticity 3� 10�5 s�1, which means a total of 9� 10�5 s�1. It then

grows to a total of 25� 10�5 s�1 over 24 hours. For comparison, in the Paci�c Ocean

case (see Fig. 5.6b), the total vorticity also grows from 9�10�5 s�1 to 24�10�5 s�1 in

24 hours. The two frontal waves are thus very similar in structure and environmental

conditions. This is emphasized in Fig. 5.12b where growth is plotted as a function

of normalized stretching. The growth phase of this incipient frontal wave also takes

place in the 0.5-0.7 range of normalized stretching.

Fig. 5.12d highlights yet other similarities with the Paci�c Ocean case. It shows

total frontogenesis (F0) and its components (F�, F and F�). Frontogenesis is high

during the �rst phase of the front development and then decreases at later times, to

increase at the very end when the secondary vortex grows. The divergent ageostrophic

component (F�) is the main contributor to frontogenesis. F shows smaller values and

variations. F� is close to zero and becomes frontolytic when the �rst frontal wave and

the secondary vortex grow. Whereas frontogenesis is high during the strengthening

and the rotation of the front (i.e. when the front is \young"), frontogenesis is lower

later on (i.e. when the front is \mature").

These results are consistent with our previous discussion of the mechanisms in-

volved in frontal wave growth. The front �rst strengthens mainly through the con-

vergence of the cross-frontal ageostrophic circulation. Meanwhile, the environmental

along-front stretching decreases and the environmental 
ow becomes frontolytic. The
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conditions are then favorable to the growth of instabilities. However, in this particular

case, even though the wave can be observed to grow for 24 hours, it does not deepen

into a secondary cyclone.

An explanation for this can be found in Fig. 5.11c, where the location of the

surface instability is shown at upper levels with a black circle and a small arrow. The

instability appears under the upper-level jet, in no particular con�guration favorable

for growth (like the exit of the jet). No short wave or vorticity anomaly are present.

Two bands of positive vorticity can be observed, one south corresponding to the de-

caying cyclone and one north corresponding to an older system, whose trailing front

can also be seen in panel (b) in the top right corner. The surface instability, how-

ever, lies underneath a region of anticyclonic upper-level vorticity. This is thought

to be the main reason why the frontal wave fails to deepen. Although the surface

conditions are favorable, and the wave presumably grows for 24 hours from a predom-

inantly barotropic conversion of energy from the frontal shear, it does not shift to the

predominantly baroclinic mode necessary for deepening into a secondary cyclone.

At the end of the frontal life cycle, the environmental along-front stretching de-

creases again and the environmental 
ow becomes frontolytical. The upper-level

trough has moved eastward and the surface and upper-level front are now in a favor-

able con�guration. High upper-level vorticity exists above the tail of the surface cold

front. At the end of the tail, a vortex grows into a secondary cyclone. Note that in

this case, the environmental along-front stretching is 0:6� 10�5 s�1 when the vortex

grows, the threshold proposed by BT94. Note however that the upper-level vortex

precedes the surface development and that the surface vortex seems from the start to

be driven from upper-levels.
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5.5 Discussion

Three marine fronts have been analyzed. Their evolution is followed for several days

up to a week. By calculating divergence and pressure �elds from QS surface wind

vector measurements, a \snapshot" of the fronts is obtained roughly every 12 hours.

With an attribution technique, the surface wind �eld around the front is partitioned

in nondivergent, irrotational and harmonic (or environmental) components. The evo-

lution of the environmental along-front stretching and frontogenesis due to each wind

component are analyzed. Their role in enhancing or inhibiting frontal wave growth

is assessed, in conjunction with the role played by upper-level features.

It was found that the three fronts shared some characteristics. Originally the

remnant of a mature cyclone, they rotate from a southeast-northwest orientation to

a south-north orientation and survive their parent cyclone for several days. In doing

so, they maintain their identity in surface convergence and in
ection of the isobars.

Frontogenesis is high in the early stages and due for a large part to the convergence

of the cross-frontal ageostrophic circulation at the surface. Frontogenesis decreases

with time as the front matures.

In these three fronts, a total of 4 frontal waves can be detected. A comparison of

the 4 cases reveals that the environmental along-front stretching drops to 0:6� 10�5

s�1 or below (down to 0:2 � 10�5 s�1) at the time the frontal waves start to grow.

In contrast, the stretching does not decrease signi�cantly in the case of the stable

front. This agrees with the general idea that a strong strain rate will \stretch out"

the wave and inhibit its growth, whereas a relaxation of the stretching will allow the

wave to develop. The present results are consistent with BT94's theoretical threshold

of 0:6 � 10�5 s�1 under which the strain rate should fall before an instability can

transition from linear to non-linear mode and grow signi�cantly, although they suggest

a lower threshold of 0:4� 10�5 s�1.

Tied to the environmental along-front stretching is the frontogenetical or fron-
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tolytical e�ect of the environmental 
ow. Following a similar argument, it is generally

thought that as the background 
ow relaxes, it becomes frontolytical and favors the

growth of instabilities at the expense of the front itself. This is observed here in the

two cases of frontal waves appearing in the fronts when they are still \young", and

in one of the two cases of vortices developing on the tail of the fronts at \maturity".

Moreover, frontogenesis due to the background 
ow remains close to zero in the case

of the stable front. A frontolytic environmental 
ow is thus probably necessary for

instabilities to develop on young fronts experiencing overall frontogenesis otherwise.

That frontolytic component can be thought of as counteracting the frontogenesis due

to the divergent ageostrophic 
ow. In mature fronts, because total frontogenesis is

not as strong, frontolysis by the background 
ow is not as necessary.

Out of the four observed frontal waves, three deepen signi�cantly and evolve into

secondary cyclones whereas one is damped by a subsequent strengthening of the front.

It is argued here that the three cyclones deepen due to a favorable con�guration

between the surface front and the upper-levels. In the two cases of vortices growing

on the tail of the \mature" front, the upper-level trough is meridionally elongated

and contains a lot of vorticity coincident with the surface vortex. The front is tilting

westward with height. The con�guration is favorable to baroclinic development. In

the third case, in which the frontal wave appears on a \young" front, a fast-moving

short wave riding the upper-level jet is observed above the instability at the time

the instability starts to grow. The surface wave might be initiated by a barotropic

conversion of energy from the frontal shear, but subsequently grows baroclinically.

The fourth frontal wave, which does not deepen, can be observed to grow tem-

porarily at the surface. But it lies underneath an upper region of anticyclonic vorticity.

The surface wave might also be initiated barotropically, but lacks the connection with

the upper-levels and the baroclinic component necessary for signi�cant growth. Only

four days later, as the upper-level trough extends to a better con�guration, does a

surface instability grow into a deeper vortex. These results also reinforce the concept
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proposed in the past that some frontal waves might be shallow anomalies in their

early stages and might only grow signi�cantly if they extend vertically and connect

with the upper-levels.

To give these statements some generality, one could think of frontal waves as

instabilities occurring relatively often in trailing cold fronts. A simple visualization

of the QS pressure and divergence �elds for the July 1999-June 2000 period indeed

reveals many such \wavy" patterns and \weaknesses". However, the extent to which

these instabilities can deepen into secondary cyclones is dictated by the coincidence

of several factors, among which the stretching deformation and frontolysis by the

environmental 
ow and an optimal connection with the upper-levels. Few of the

frontal waves detected in the QS period actually deepen into deep vortices. Frontal

waves are common, but deep secondary cyclones are rare.
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Chapter 6

CONCLUSIONS

Using the uniquely dense ocean surface wind vector measurements from the SeaWinds-

on-QuikSCAT scatterometer, surface pressure and kinematic components of the sur-

face wind �eld can be evaluated with unprecedented resolution and the evolution of

fronts and frontal waves can be examined in detail. In this study, three fronts have

been analyzed over the Southern Ocean in the July 1999-June 2000 period.

1. An attribution technique making use of free-space Green's functions has been

applied to the surface wind �eld in the frontal region. It was shown that the

technique, originally designed for model analyses by Bishop (1996a), can be

adapted to scatterometer data. It provides an e�cient way of partitioning the

wind �eld into nondivergent and irrotational wind components associated with

vorticity and divergence elements in the frontal region on one hand, and a

harmonic component associated with the vorticity and divergence elements of

the synoptic 
ow on the other hand. The role played by mesoscale features at

the frontal scale and the environment at the synoptic scale can thus be studied

separately.

2. Using this technique, properties of the fronts have been identi�ed which char-

acterize the development of the fronts, the growth of frontal waves and the

deepening of secondary cyclones. In particular, the along-front stretching by

the environmental 
ow, the average vorticity and vorticity waviness, fronto-

genesis and frontolysis by the di�erent wind components and the presence of

upper-level vorticity anomalies are considered.
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3. By comparing the evolution of the three fronts and four frontal waves, sev-

eral factors inhibiting or favoring the growth of frontal instabilities have been

isolated and analyzed. In particular, the large-scale 
ow plays a role in stretch-

ing or relaxing the front and counteracting frontogenesis due to the divergent

ageostrophic circulation across the front. It was shown that frontal waves grow

when the along-front stretching decreases and the environmental 
ow becomes

frontolytic. An optimal con�guration with an upper-level cyclonic vorticity

anomaly is then critical in deepening the instability into a full-scale secondary

cyclone.

4. The results suggest that frontal waves might occur frequently over the Southern

Ocean but less frequently deepen into secondary cyclones. The above factors

play a crucial role in determining where and when frontal instabilities will occur

and grow. Future scatterometer measurements will thus improve our under-

standing and prediction of secondary cyclone development.

Suggested future work

Although the attribution technique with free-space Green's functions reveals the

role played by each component of the wind, it does not necessarily reveal the cause

of the anomalies responsible for the appearance of the instabilities in the front. This

remains a critical unknown in most frontal wave studies.

The two-dimensional approach presented here shares many conceptual similarities

with a three-dimensional method called piecewise frontogenesis described by Morgan

(1999) and Korner and Martin (2000). They use a piecewise PV inversion method to

calculate the wind �elds associated with discrete portions of the PV �eld. The result-

ing winds are used to estimate the frontogenetical contribution of each PV anomaly.

In his example of a classical extratropical marine cyclone, Morgan (1999) shows that

the frontogenesis associated with the lower-troposphere thermal ridge dominates in

the early stage of the development, whereas the frontogenesis associated with the
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upper-level PV anomaly and the surface potential temperature anomaly increases

later on.

An improved method integrating the QS wind measurements and the free space

Green's function wind partitioning into the piecewise PV inversion might shed some

light on the interactions between the surface PV anomalies, the measured surface

winds and the upper levels. One could, for example, envision calculating surface PV

anomalies from observed winds and temperature measurements.

However, despite the ever-increasing number of satellite observations, global mea-

surements of surface air temperature are still crucially missing. Model analyses can be

used but the frontal features are not necessarily collocated with scatterometer fronts.

Methods have been developed for \shifting" the fronts in space or interpolating the

analyses to the time of the satellite pass (Dickinson and Brown, 1996). To the extent

that temperature measurements or analyses could be incorporated consistently in the

analysis, such a 3D inversion method applied to the above frontal waves would reveal

quantitatively the respective roles played by the surface and the upper levels in the

growth of the secondary cyclones.

The incorporation of both air and sea surface temperatures will also provide an

estimate of the sensible and latent heat 
uxes at the air-sea interface. It is thought

that these 
uxes might play a major role in creating the surface PV anomalies. Using

the scatterometer winds to calculate these 
uxes will be an improvement over the


uxes available from global analyses and will reveal their role in observed cases of

secondary cyclogenesis.

A correct analysis of frontal wave development relies heavily on the identi�cation of

vorticity anomalies in the fronts. The location, intensity and timing of these anomalies

is crucial for quantifying the wave growth. The current QS data are certainly a data

set of choice for identifying the anomalies from the surface wind �eld. Improved

geophysical model functions are currently under development for retrieving surface

wind vectors at 12.5 km (Paul Chang, personal communication) and 1.2 km (David
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Long, personal communication) grid-spacing from backscatter measurements. With

such measurements, the inner structure of fronts and instabilities will be revealed in

even greater detail.

Understanding the development of secondary cyclones has obvious implications for

forecasting. The last of the three cases analyzed above is a good example: an incorrect

estimation of the timing of the cyclone will a�ect weather forecasts in southwest

Australia. This problem is well-known to forecasters in Western Europe, as well as on

the West Coast of the U.S. The ability to forecast such cyclones depends on the ability

to detect \precursors" or precursor conditions in the atmosphere. The present study

points to the environmental 
ow, surface and upper-level PV anomalies as potential

candidates for relevant precursors. With a large amount of cases and observations, a

statistical analysis of these precursors will be possible. The Northern Paci�c Ocean,

where the observation network is denser and the model analyses are more reliable

than over most of the Southern Ocean, will be a good starting point. Frontal waves

spawning secondary cyclones in the Gulf of Alaska will be the subject of a future

project.

During the QuikSCAT-ADEOS II tandem mission, beginning in Spring 2003, 6-

hour snapshots of the ocean will be available, which will greatly improve the analyses.

Beyond the scope of fronts and frontal waves, the analysis tools presented here will

�nd other applications. In particular, the attribution technique and scatterometer

measurements will be applied to the analysis of hurricanes and the transition from

tropical to extratropical cyclones, in an attempt to estimate the respective roles played

by these systems and the synoptic-scale 
ow in which they are embedded.
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Appendix A

LOW-PASS FILTER

For a given �eld f(x; y) de�ned at (xi; yj), i = 1; Ni, j = 1; Nj, of a regular grid,

the �ltered value f at (x0; y0) is de�ned as:

f(x0; y0) =
1

W

NxX
i=1

NyX
j=1

wijf(xi; yj) (A.1)

where the weighting coe�cients wij are de�ned as:

wij =

8><
>:
(1�D3

ij)
3 if 0 6 D 6 1

0 otherwise

(A.2)

with

Dij =

 �
xi � x0
hx

�2

+

�
yj � y0
hy

�2
!1=2

(A.3)

W =
NxX
i=1

NyX
j=1

wij (A.4)

and hx,hy the �ltering scales in the zonal and meridional directions respectively. Fig-

ure A.1a shows how the weight decreases as a function of distance. Figures A.1b and

A.1c show the impact of the �lter on the power spectrum of a randomly generated

series.
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Appendix B

GREEN'S FUNCTION FOR THE LAPLACIAN

The solution to

r2(�) = �(x) in R
2 or R3 (B.1)

where �(x) is the Dirac distribution, is often mentioned in textbooks but rarely derived

completely. Bender and Orszag (1978) solve it in one dimension whereas Duchateau

and Zachmann (1986) leave it as an exercise to the reader. Ablowitz and Fokas (1997)

suggest a lengthy derivation using Fourier and inverse Fourier transforms in x and y.

A simpler derivation follows.

In two dimensions, the problem is �rst converted to cylindrical coordinates and

becomes:

@2�

@r2
+
1

r

@�

@r
+

1

r2
@2�

@�2
= �(r)�(�) (B.2)

By circular symmetry, the third term on the left is zero and the homogeneous solution

to the resulting equation is:

�(r) = C1 ln(r) + C2 (B.3)

where the constant C2 is of little interest here and can be set to zero (in physical

terms, if the whole streamfunction or velocity potential is increased or decreased by

a constant, the corresponding wind �eld is unchanged). The constant C1 is obtained

by integrating the original equation on a disk D of radius � centered at the origin:I
D

r2�dA =

I
D

�(r)dA (B.4)
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By de�nition of the Dirac distribution, the right-hand side is 1. Using Gauss' theorem,

the left-hand side can be written:I
D

r2�dA =

I
D

r:r�dA =

I
C

r�:nds =

I
C

@�

@r
ds (B.5)

where C is the boundary of the disk and bold letters represent vectors (note that the

�rst two integrals are two-dimensional - on the disk D - and the last two integrals are

one-dimensional - on the circle C). Using @�=@r = C1=r, equation B.4 becomes:Z �

0

Z
2�

0

C1

r
rd� =

Z
2�

0

C1d� = 2�C1 = 1 (B.6)

which yields the �nal solution:

�(r) =
1

2�
ln(r) (B.7)

In R3 , the problem is converted to spherical coordinates and becomes:

@2�

@r2
+
2

r

@�

@r
+

1

r2sin�

@

@�

�
sin�

@

@�

�
�+

1

r2sin2�

@2�

@�2
= �(r)�(�)�(�) (B.8)

By circular symmetry, the problem becomes:

@2�

@r2
+
2

r

@�

@r
= �(r) (B.9)

which has as homogeneous solution:

�(r) = C1=r (B.10)

(the constant C2 has been set to zero). The constant C1 is obtained by integrating

the original equation on a sphere 
 of radius � centered at the origin:I



r2�dV =

I



�(r)dV (B.11)

By de�nition of the Dirac distribution, the right-hand side is 1. Using Gauss' theorem,

the left-hand side can be written:I



r2�dV =

I



r:r�dV =

I
S

r�:ndA =

I
S

@�

@r
dA (B.12)
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where S is the surface of the sphere (note that the �rst two integrals are three-

dimensional - on the sphere 
 - and the last two integrals are two-dimensional - on

the surface S). Using @�=@r = �C1=r
2, equation B.11 becomes:Z �

0

Z
2�

0

Z �

0

�C1

r2
r2sin�drd�d� = 2�

Z �

0

�C1sin�d� = �4�C1 = 1 (B.13)

which yields the �nal solution:

�(r) =
�1

4�r
(B.14)
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