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Abstract

Oceanic Latent Heat Flux from SSM/I Data
by Bart A. Brashers

Chairperson of the Supervisory Committee: Professor Robert AurBro
Department of Atmospheric Sciences

This thesis presents amenethod of estimating ocean latent heat flux (LHF) using satellite data.
The surfce layer equations deed from Monin-Olnkhov similarity theory are closed with empirical
parameterizations, and patched to aedilayer model yielding a twlayer PBL model. This is the first
proof that such a model can be applied in non-stronglyemtime situations. Wo new retrievals of
moisture parameters are dexdl, one for the suate to 500 meter ingeated vater \apor {\g) and one
for the mixed-layer humidity ). Inputs include total inggated vater \apor retrig#ed from the Special
Sensor Micravave Imager (SSM/I), sea sade temperature optimally interpolated from retie from
the Adwanced ¥ry High Resolution Radiometer anddg/ship measurements (Ol SST), and ECMWF
analyzed aisea temperature €#frence (T - SST). An analytic relationship betw¥énand neasur-
face humidity is presented as a replacement for the statistical relationship of Schulz et al. (1993). LHF is
then calculated using thewm&SM/I-based retrial of ML-humidity, SSM/I retrieal of wind speed, Ol
SST, and ECMWEF T - SSTModel errors are assessed, andgfhenethod deried in this thesis is found
to perform the best. Systematic errors are small, and random errors are 20\Mithly averages of
LHF have been calculated using alladlable SSM/I data on & by 1° grid for 1992-1997. Dférences
with other published climatologies, both those wdifrom SSM/I data and from traditional datayéa
been discussed. Dérences between the currenbriv and preious SSM/I methods arevenly split
between model parameterizationfeiiences and the wemoisture retrieal. Errors due toweraging the
input variables and due to errors in merchant ship measurements dominatéetieaaht between the
current vork and traditional climatologies. This analysis establishes the limédotgrk in LHF calcula-
tion and produces the most accurate LHF climatology to date. It is the first full SSM/I climatology

which will be made ailable to the general scientific community
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Chapter 1

I ntroduction

1.1) Introduction

The heat balance at the sea acefis of primary interest to climate modelers, since the models are
sensitve to small imbalances irgeated @er long time. A small change in heat flux cawvelichanges in
the sea sugice temperature and cause the modelswiat@efrom the obseed climate. The taleading
loss terms in the heatidget at the sea sade are latent heat flux due t@poration and longave radi-
ation. Both depend strongly on theter \apor content of the Yeest layer of air abe the surdce. A
dry layer will both promotevaporation and transmit more upwelling loraye radiation. Randall et. al.
(1992) shaved that the parameterization of latent heat flas the term with the most interodel \ari-
ability among 19 of the most aaivced global climate models. Good-quality global measurements of
evaporation are needed to establish a climatologyatidate model assumptions and calibrate climate
parameters, as well as to understand the baggiqshof airsea interaction. Thereists a good possi-

bility to obtain these data fronxisting satellite data.

Routine measurements aeg foo sparse globally to produce acceptable climatologies of latent heat
flux, even when wlunteer ship reports of temperature and negatiumidity (which are of questionable
quality) are included. Satellites pide good cwerage, typically ceering all points on the eartivery
few days, it dont measureaporation directlyThe Special Sensor Mictave Imager (SSM/I) a pas-
sive micravave radiometerhas been flon since 1987 and is ity to be flovn for several years to
come. In 1999 and 2000, the Axhced Micravave Scanning Radiometer (AMSR), the %h@enera-
tion” radiometer with the characteristics of both the SSM/I and thearahd éry High Resolution
Radiometer (XHRR), will be launched aboard a Japanese and an American satedlitem\iiave 10
years of SSM/I data, and will ba at least seral years of AMSR data, long enough tovide a rea-
sonable climatologySeveral retrizals of geophsical parameters from the SSM/I radiation measure-
ments hae been presented and are widely used, most noteébllyvind speed)W (total integyrated
water \apor),L (total integgrated liquid vater),Wg (bottom-layer intgrated vater \apor), ice detection,

and some land-use parameters.

One might then seek a relationship between a parametevedtliy the SSM/I and a parameter

that can be used to calculate latent heat flux. Liu (1986), Miller and Katsaros (1992), Schulz et. al.
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(1993), Schlussel et al. (1995), Clayson and Curry (1996) and Chou et al. (1995, 1893l bae-

sented statistical relationshipsward that end.

Statistics are aaluable tool to research scientists, and are frequently used wherysioagi-
based relationships can be foundwéeer, statistically-based relationships may not bédvin chang-
ing climate situations, and are often not portable from one geogragioo te anotherven without
climate change. Using a statistically-aled relation also ignoregiation around a mean, or some ten-
deng that may be due to resable plysics. Mary successful studies Y@ been completed using these
statistically-based methods, and some ~1 year climatologies been produced. Maver, all the

methods sdér from either bias or significant scatter both.

Liu's method s denved for use with monthlyverages, bt several studies hae applied it to
instantaneous data. Wever, it has serious ggonal biases in the range of -5 to 29 W/mwith rm.s.
scatter about each mean of more than 30 &&chulz’ method produces reasonable biagespt
south of 40° S where it is biased by up to 41 Wiamd m.s. scatter of about 30 W#ras well. Schliis-
sel's method produces reasonable biases north of 6@it Stilbhas scatter of about 30 WInChous
method gves neligible biases bt is still plagued by.m.s. scatter of about 30 Wnif the distritution
of samples from the SSM/I weraugssian, them.s. error wuld cancel when taking a monthly mean,
leaving only the biases. Heever, due to the nature of the satelliteadly sampling patterns agssian
distribution is not &pected, and them.s. errors of indidual retrievals can contribte to the bias of the
monthly-mean field. Thus it is important toveéép a method that minimizes the scatter as well as the

bias.

The goal of this thesis is todop a plysically-based relationship between satellite-resdde
parameters and sea ¢ latent heat flux (LHF) to be usedeothe vorld’s oceans. Input parameters
will be restricted to satellite data, rather than global circulation model output or analysesjerpese

sible.

First, | will summarize the data used in thisr, then | will present aulk surface layer model,
and eplain haw it relates to the ddk aerodynamic parameterization. | will then addwa é@mponents
to the LKB model and choose the necessary empirical constants, and compare its output with direct
measurements to slidhat it adequately estimates the latent heat flux. Then | will create a simple model
of the lavest part of the planetary boundary layer by patching the augmented LKB model to a model of
a well-mixed layer such that the LKB model is &gn with mixed-layer (ML) aerages. | will she that

using ML-values gies similar results compared with the more traditional 1@lmes.
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I will then review some of the more popular SSM/I retdés, and sh@ hov some hee been used
to calculate LHFTwo new retrievals will be deeloped, using a multi-sensor approach that uses param-
eters retriged by the SSM/I and b WAHRR. The errors of these retvads will be ealuated.

A collection of atmospheric soundings launched froraréety of researchessels, along with their
associated ship-board sensor logs, will be used to simulate SSMAtaistaéW to validate the model
and compare it to the statistically-based relationships. Then real SSM/I data will be used to assess the
overall performance of the model, and partition the error into vetrleased error and model-based
error. Finally, a climatology will be calculated using all theadable SSM/I data. This will be compared
to climatologies from the UW boundary layer model PBL-LIB model as well as other published

sources.

1.2) Introduction to the marine boundary layer

Almost ererywhere @er the vorld’s oceans, the air is agtee or so colder than the sea acef
temperature, and has a relathumidity near 75%. This me& both the sensible heat flux and the latent
heat flux positie into the atmosphereuiulence near the sade, either shedlriven or luoyangy-
driven, transports air from the molecular sub-layer where moleculasidifi dominates and establishes
the surfice layer where the profiles aredoihmic. The shear maintains the doghmic form, lkeeping

the layer from becoming well méxl, as it is alays “renaved” with warmer moister air from belo

The huoyang flux drives comection that mies the layer ahe the surdice layerreaching to ~500
m in height. This “mied layer” (ML) is \very common wer most of the wrlds oceans. Samples are

shavn in Figure 2.3, page9.

Two rggimes can be identified by cgt®izing the marine boundary layer in terms of the wind
direction compared to the sea sud temperature gradient. Cold adtion, where the wind bles from
cooler SSTs to armer promotes the umyang flux described abe that tends to mix the ML. &m
adwection tends to decrease thexang flux, but is not often successful at shutting it completefy of
The adection of high-humidity air tends to happen together wiinmvadection, lut since the humid-
ity part of the moyangy flux is lager than the sensible part, the globallgraged boyang flux is still
positive into the atmosphere. Additionaligemaoval of sensible heat from the ML by longve radia-
tional exchange with the upper atmosphere, and xexinaf water \apor by cowective transport helps to
establish this global non-zereaaage. Anotherdctor adding to the pvalence of positie luoyang
flux is the fct that the Wstern boundary currents in the ocean\imp warm water avay from the

equator) are stronger then the Eastern boundary curreni;(nuomld water tavard the equator). Since
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the general circulation of the air around the sub-tropical high is in the same direction as the oceanic
boundary currents, the strongee$tern boundary currentfeéts much of the arm adection with its

own oceanic \arm adection.

The structure of the marine boundary layer can be diagnosed well from the types and yrefjuenc
clouds that cosasts with it. In the equateward branch of the circulation, the boundary layer is shal-
low, often topped with a single layer of stratus or stratocumulus. As the airested\o higher and
higher sea suace temperatures, the boundary layemgrand the cloud thigns until drizzle or radia-
tive processes establish gjimn of ngative tuoyang flux somevhere bela cloud base. The upper
layer (often call the cloud layer) decouples from theeaibayer and the depth of the PBL continues to
grow. Only intermittently can air from thewer layer originating in the sugce layer penetrate the
region of ngative tuoyancg flux and bring high-humidity air to the upper layEhis structure is associ-
ated with cumulus under stratocumulus, with the cumulus being the intermitésris.eWthout the
moisture thg bring from the sugce layerthe stratocumuluseuld evaporate due to entrainment of dry
air from abee the iversion as the layer gis. Eventually as the air column nears the ITCZ, this hap-
pens and the cumulus-uneratocumulus ges way to deeper and deeper cumulus. Theaserfayer
and mixed layer are still thereub feel the dects of the deep cwaction through dendrafts of lav
equialent potential temperature air (dry air cooled gp®ration that sinks all theay to the sudce).

These intermittentursts of cool, dry air result irubsts of sensible and latent heat @s»into the air

As the circulation brings the air column out of thgioe of deep corection, tavard cooler SSTs,
the deep corection is suppressed by cuttingd tife surice loyang flux. We shift from cold to \warm
adwection. The boundary layer deptil§, and clouds tend to be either fog or ngistent, depending
on whether the adction of temperature is stronger than theeatlon of vater \apor That is, as heat
leaves the ML (mostly through radiati losses lt also some sensible heat loss to the ocean) it may cool
fast enough cause theater \apor to condense to fog. The stable stratification tends to suppress the
sheardriven turtulence in the suaice layerleading to reduced fles (rgardless of their direction). The

ML may still persist as a remnant, since little else is going on to géstro

As the circulation brings ourypothetical air columnafrther from the equatothe air may feel the
effects of mid-latitude storms. Shedniven turlulence eerwhelms boyang/-driven turtulence, and
the suréce fluxes are once ain strong, leading to a well-ned layer being established akahe sur-
face layerThe prealence of stratus is onceag indicatve of a single well-migd layer Deeper con-
vection forced by synoptic- to meso-scale \@gence may &kct the ML, especially through

downdrafts of cold dry air that may not penetrate all thg t the sudce. As the column swings equa-
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torward a@in near the Easter boundary of the ocean,\ielethe storm track and we return to the start-

ing point of the circulation.

1.3) The SSM/I Sensor

The Special Sensor Mion@ve Imager (SSM/I) is a passi micravave radiometerlt has been
flown on United States Defense Meteorological Satellite Program (DMSP) satellites since 1987, on the
F8, F10, F11, F13 and F14 satellites. yfiase sun-synchronous, ngalar (98.8 inclination) orbits
with a mean altitude of 860 km and a period of 102 minutes. The orbits cross the equator on an ascend-
ing swath at approximately 06:00 Local Standaichd (LST), and on a descendingattv at approxi-
mately 19:00 LSTThe F11 has a slightly é&rent orbit than the other DMSP satellites.

The radiometer measures both horizontal aedical polarizations of radiation at 19.35, 22.23
(vertical polarization only), 37.0 and 85.5 GHz (Figure 1.1). It hasathswidth of 1394 km, and an
excellent continuous on-line calibration method. The radiation measurements @eambio eqwia-
lent brightness temperatures and aretliby Remote Sensing Systems, IncefitY 1989, 1995) in 56
pixels (19, 22 and 37 GHz) and 93 ¢l (85 GHz) across eachatv, with a nominal footprint size of
25 x 25 km (19, 22 and 37 GHz) and 15 x 15 km (85 GHz).
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spheric conditions (from Grody, 1976)



The longer vavelengths (19 and 22 GHz) channels are eoy gensitie to cloud liquid vater but
are suitable for measuring sace roughness and atmospheratev\apor The 22 GHz channel is at the
center of a weak ater \apor resonance line at 22.235 GHz; the 19 GHz channel is in the ‘wings’ of this
line, alloving a diferential absorption technique to be used. There is a strong oxygen absorption band
between 50 and 70 GHz, and non-resonant ‘continuum absorption’ from both dry aiatendawor
increasing monotonically with increasing frequgnthus the 37 and 85 GHz channel are located in
spectral windws, kut have different ‘continuum absorption’ rates. At the SSM/I frequencies, there is no
appreciable scattering of mievave enegy by cloud droplets, i the absorption coiéfient for liquid
water is much higher than forater \apor or oxygen. Due to the placement of the chanmey &rom
strong absorption lines, the radiation obsenby the antenna is a mixture of radiation emitted by
clouds, vater \apor in the ajrand the sea sate; and radiation emitted in the atmosphere and reflected

by the sea suate.

Several geopfasical parameters are rewréel from the obseed brightness temperatures, most
notably:W, the total intgrated vater \apor;L, the total intgrated liquid vater;U,q, the wind speed at
10 m (Méntz 1989, 1995); arg, the bottom layer ingrated vater \apor (Schulz et al. 1993). These
retrievals are walid only under certain conditions. The area on the earth sampled by the instrument must
be free from both land and sea ice, since both of thesecsarfadiate much more brightly in the micro-
wave than does the sea aagé. Furthermore, clouds with 8aiently high liquid water content absorb
and scatter the radiation, rendering the reatieirvalid. Thus these retrials are alid only in the open

ocean when there are only thin clouds. See Hollinger et. al. (1987) for more details on the SSM/I.

1.4) Methodsfor estimating LHF

There are four main ays to estimate the latent heat flux dueviperation. Theddy corelation
technique requires a time series of high-frequeneasurements ofevtical wind speedW) and spe-
cific humidity @Q). The time series is subwitied into periods where it looks reasonably statignary
between 20 and 60 minutes each. The total time series is partitioned interageawer that time
period and a deation from the serageW =w + w” andQ = q + q". The cwariance betweew andQ
is thenw'q’, since the cross termanish in the geraging. This is the only direct measure of tratew
vapor flux. Multiplying by the air densitp) and the latent heat o&porization for vater (,) converts
the water \apor flux to units of watts per square metdiases in the measurements/@indQ are not
passed on te/q’, since it is only the fluctuations about a local mean that are usedvétoerrors due
to interactions between theflcand the measurement instrument and supporting structure can be sub-

stantial (H6gstrom 1988).
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The inertial dissipationmethod also requires time series of high frequeneasurements (com-
monly referred to as “tutbence data”). The dissipation of tutbnt kinetic enegy is estimated from
the spectra oV andQ in the inertial subrange. This is then related via thdgbt equations to the flux
of water \apor Errors are similar to errors in the eddy correlation measuremeoéeptehat lov-fre-
queng contamination of the data (e.g. the rolling of a shipumypdoes not déct the data in the iner-

tial subrange ery drastically

The profile methodequires time-zeraged (blk) measurements of horizontal wind speed, temper-
ature and humidity at geral heights in the atmospheric sué layer The profiles epected from
Monin-Ohkukhov similarity theory (e.g. Bnon 1991) are fit to the measurements. The equations are then
solved for the Obkhov length and roughness lengths, ailog one to calculate the latent heat flux. This
technique as widely used in the early days of micrometeorglbgyhas &llen in disévor in modern
times. Error can beery lage, especially if flv distortions are diérent at the dferent heights. Addi-

tionally, different aeraging times are required to achgestable statistics at tBfent heights.

The bulk methodis by far the most widely used todasince high-frequerc(turbulence) data is
rather gpensve and dificult to tale compared with hourlyvaraged (blk) data. The blk aerodynamic

equation is the result of classic similarity theory:

E = pL,CeU10(Ap—010) (1.1)

wherep is aguin the density of the air ang, the latent heat ofaporizationU,q is the wind speed (in
this case, at 10 mjy is the specific humidity at the intade (suréce),q,q is the specific humidity of
the air (agin at 10 m), an€¢ is the transfer coi€ient (a non-dimensionah€tor that must be deter-

mined from measurement§)g can be devied for diferent heights other than 10 m, if desired.

1.4.1) Bulk method error analysis

The \alue ofL,, as a function of temperature is knoto high accurac(Bolton 1980). Using the
ideal gas lav p = P/RyT,, whereP is pressureR; is the @s constant for dry air afig, = T(1 + 0.61q)is
the virtual temperature, we find that a 10 mb errdét ar a 3 K error irnT gives only a 1% error ip. Cg
suffers from much lager errors. @ble 1.1 lists perimentally determinedalues ofCg, along with the

uncertainty when\ailable, and the corresponding percent scatter (uncertainyue). The last o



8

summarizes the table @lecting the highest andi@st \alues) by listing the mean and standardale

tion of the \alues. V& haven't been able to determine thalwe ofCg to within 10%.

Table 1.1 Values of Cg from experiments

Source 103 Cg % Scatter

Pond et al. (1971) 1.2+ 0.2 17%

Friehe and Schmitt (1976)| 1.32

Kruspe (1977) 1.36%£ 0.25 18%

Garratt and Hyson (1975) | 1.6+ 0.3 19%

Francg and Garratt (1978)| 1.5

Fujitani (1981) 1.05

Antonia et al (1978) 0.82+0.15 18%
Smith (1974) 1.2

Anderson and Smith (1981) 1.27+ 0.26 20%

Smith and Anderson (1988) 1.2

DeCosmo et al. (1996) 1.2+0.24 20%

“Trimmed” overall 1.25+ 0.13 (10%) | 18.6%+ 1.14%

Figure 1.2 shas the error due to a changes in the inmrables to the Wdk aerodynamic LHF
equation for a range of SSTs and wind speégswas talen to be SST - 1.25 K, angy was talen as
75% of the saturation at the SExcept for (D), the ordinate shie the error in LHF for a unit error in
the input ariable, a deviative of sorts. W might set as goal for this equation to predict the LHF with 10
W/m?. For typical midlatitude conditions (SST =°1Q, U, = 10 m/s) the sensiity to U,q is about 7
W/m? per m/s, indicating we need kmdhe wind speed only within 1.4 m/s. The sewgitito error in
Oy is rather lage: we need ki it within 0.27 g/kg to hee an acceptable (10 W?Dnerror in LHE The
sensitvity to SST is alsoery lage: a maximum error of about 0.5 K can be toleratedtiBpical con-
ditions (high SST Wt lower U,q) the error increases dramaticaligaching about 50 Wi/nfor a unit
error in SST and about half that fofg, while the sensiity to g;q decreases since the typical wind

speeds decrease. Also simois the error due to a 10% errorGg.

Given high enough quality measurement, the goal of 103N error could be reached, were it

not for the more fundamental uncertainty that stems from our lack efié&dge of the &lue ofCg. For
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typical midlatitude conditions, thaulik aerodynamic formula carpredict the flugs better than about 8

W/m?2. For the tropics, this number rises to near 12 Wim

1.5) A brief history of SSM/I LHF methods

Several studies ha attempted to find a relationship between SSM/I retdeoroducts and LHF
each aiming to find the specific humidity at 10qyy) for use in the blk aerodynamic formula (equa-

tion (4.1), pag®9). The main idea is that ingeated vater \apor is measurable from space by the SSM/I
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instrument, and a relationship betwegp and an SSM/I retrial could be used to calculate the latent

heat flux using thewk aerodynamic formula and SSM/I data.
The intgrated vater \apor (a.k.a. precipitableater) is defined as

[o0)

w EJ'Q(Z)D(Z)Olz (1.2)
0

Liu and Niiler (1984) used the soundings from a 1-year period from 11 ocean weather ships and
island stations to des @ a 5th-order polynomial relation between monthly-méaand the monthly-
mean specific humidity at thewest reported kel in the sounding@). Note that althougk) was not
necessarily at 10 meters, iagvdesigned to be used in placegfin equation (4.1). Liu (1986) as a
much lager yet similar studyusing 17 years of soundings from 46 mid-ocean small island or ship sta-
tions with the same goal and method. It furthemsdtbthat on time scales of more thanwa feeeks W
was well correlated witk), with a theoretical. m.s. scatter of 0.4 g/kg, which corresponds to an error in
the latent heat flux of 10 WAwunder typical conditions. Heever, they did not use ansatellite data in
their study They only dereloped theM Q relation, shan in Figure 1.3 along with a scatter plotof
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Figure 1.3 g, vs. W, the source for the Liu (1986) retrieval, using the data
described in Chapter 2.
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vs.W, Liu and Niiler (1984) and Liu (1986) areny similar papers, the main fdifence being in scope.

Henceforth, | shall refer to these collgety as “Liu’'s method”.

Hsu and Blanchard (1989) applied the Liu (1986) relation twithall soundings, and found the
error in the inferred to be about 1 g/kg. Heever, they averaged the error in each of their Xeri-
ments first, and thervaraged theaerage errors by summing them andding by 13. The proper ay
to calculate the error auld have been to sum the error froall the soundings, gardless of which
experiment thg were from, and thende by the total number of soundings, or to weight eaplerg

ments error by the number of soundings in thgieximent.

Esbensen et al. (1993) used 1 year of actual SSM/I data and took a critical look at the errors
involved in each of the steps necessary to calculate latent heat flux using the Liu (1986) method. The
found that the layest error is not from the satellite retaé but from applying theM Q relation. Sys-
tematic discrepancies of/er 2 g/kg were found in the tropics, as well as in the middle and high lati-
tudes. The spatial pattern of thi¢Q relation discrepancies could be readily interpreted in terms of
dynamical and p¥sical processes that maintain treztical profile of vater \apor in the atmosphere as
a whole. In rgions of persistent strong subsidence, most of titerwapor is trapped near the sagé
and the Liu (1986) methodarks reasonably well. But in ggns of actie cormwection, significant
amounts of \ater \apor can xist aloft where it is acted upon by processes that are uncorrelated with the

surface flwes. The Liu (1986) methodarks less well in the tropics and in the storm tracks.

Miller and Katsaros (1992) and Clayson and Curry (1996) bothedkrigressions of the asea
humidity difference aginst a quadratic function &% and SST (andll,q for the latter). The motation
was to reduce thexeessve (> 2 g/kg) error found in applying Leimethod to indidual values instead
of monthly mean alues. Havever, both of these studies used only a limited geograpbiomeo denve
their retrievals (the Northwest Atlantic and the Equatoriastérn Bcific, respectiely) and are not glo-
bally applicable.

Schulz et al (1993) introduced dwhav variations on the ne-familiar themes: (1) a meSSM/I
retrieval for the bottom-layer ingrated vater \apor {Vg, defined belw) and (2) a lineaWg: Q relation.
Like Liu (1986), the general idea of Schulz et al. (19983 W use a historical record of radiosonde
reports to devie a statistical relationship between the specific humidity at westcsounding kel and
some measure of the igrated vater \apor Liu (1986) used\, while Schulz et al. (1993) uséftig,

with the definition
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500m
Wg = J’ q(2)p(2)dz 1.3)
0

Schulz et al. (1993) used 542 globally disitddl soundings, and took care to use only soundings from
Meteorological field gperiments rather than a mix of island stations and weather ships. The majority of

his soundings, 345, came from the R/V Polarstern, a source | also use.

Using an adanced radiatie transfer scheme, Schulz et al. (1993) found that the SSM/I measure-
ments are sfitiently sensitie toWg in the 19y 22y 37v and 19h channels (v ertical polarization, h
- horizontal polarization) to ale a retrieal with an accuracof 0.6 kg/nf. Since typical &lues ofWg
range from 1-10 kg/f this represents an error of about 10%, nearly the same as the error in the
retrieval of W. The 19h channel is not used irelitz’s (1989) retrieal of W.

The arbitrary upper limit of the irgeation (500 m) s motvated in part by obseational @idence
that there oftenxasts a well-mixed layer &tending to about 500 mver the ocean swate. Its a com-
promise between a layer thin enough such that gtermapor content will be closely tied to the suod

fluxes, yet thick enough to contain enough radiating matter for the SSM/I sensor to “see” it.

Schulz et al. (1993) then deed a lineaiVg: Q relation from the same set of soundings. Figure 1.4
is a scatter plot of the twparameters (data described in Chapter 2) along withWie® linear rela-
tion. Q was agin defined as the \Wwest sounding kel, not necessarily 10 m. Iradt, the R/V
Polarsterrs soundings report the independent sensor on the mast of the ship at 27 m faeghe lo
sounding lgel, which introduces some systematic biag Ealculated this bias to be about 5%. Despite
the good correlation shm in Figure 1.4, thewerall rm.s. error using this methostaeeds 30 W/

and the method is prone to biases.

Schliissel et al. (1995) used agkar collection of soundings than Schulz et al. (1993) (Schlissel
was a co-author of Schulz et al. (1993)) and collapsed thetatistical steps in Schulz et al. (1993), the
satellite retrigal and théNg:Q relation, into one step. He degd a direct statistical retrial of Q from
the SSM/I brightness temperatur@g)(using the 19v22y 37y 19h and 37h channels (note that Schulz
et al. (1993) did not use 37h). Still, theecall error vas comparable to Schulz et al. (1993).

Chou et al. (1995) deeloped an empirical orthogonal function (EOF) method that used¥atid
W to retrieve Q, derived from a collection of 23,117 FGGE IIb soundings. It uses §oags of
EOF’s, based on thealue ofW, in the hopes that the result will be more geographically portable than

the more common gionally-based EOF methods. It also uses a fullasgrlayer model to calculate
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LHF, rather than the more approximatékoaerodynamic formula. Chou et al. (1997¢fha fev of the
problems of Chou et al. (1995 tidespite the adwnced statistical EOF method theeall rm.s. errors

are nearly the same as Schulz et al. (1993).

The deelopment of SSM/I-based methods for the reéfieof LHF, from Liu’s monthly-mean
method to Chow EOF statistical method, represents greaaiacks in satellite retwals of latent heat
flux. But ezen the best method (Chou et al. (1995, 1997), with itarambd statistical method and full
surface-layer model) still hasm.s. errors of about 30 WAy times lager than the taet limit set forth

by the C@ARE working group. There is room for impr@ment, that this thesis attempts toyide.

1.6) PBL-LIB

PBL-LIB is a collection of 18 FORRAN programs in support of the main program, an implemen-
tation of R. A. Bravn’s lage-scale marine planetary boundary layer model@rand Liu, 1982). The
model is a tw-layer similarity model that combines an “outer” Ekman solution and an “inner” log-layer
solution of the primitre equations, and includes a parameterization fgaized Lage Eddies (OLE).

The “inner” solution is essentially the “LKB” model (Liu et al. 1979) described in section 4.35page
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Brown (1970) soled a 6th-order reduced set of perturbation equations for the boundary layer and
found solutions corresponding to the classic Ekman spiral (Ekman, 1905) plus a superimposed second-
ary flow in the form of counterotating helical roll ertices. The secondary Was believed to be due to
the “inflection point instability” (Bravn, 1972). The ééct of the secondary floon the Ekman solution
was then parameterized in terms of a stratification paranBgtehoosing the appropriate length scales
for the “outer” and “inner” solutions, and requiring that the solutions asymptote to the same solution at
an intermediate patch height, a similarity model with a single similarity paramasestesied (Bravn,
1981, 1982a). This similarity parameter is the ratio of the patch height (the depth ofdbe &ayér) to
the Ekman depth, andas found to be nearly constant withaue near 0.15. &fiations by 20% about
this value produced only small éérences in the model behar (Brown, 1982a). The classic similarity
functionsA andB can be predicted using this model, as can #haeg of the transfer cdigients in the

bulk aerodynamic flux equations.

Operationally the OLE parameterizationfa€ts the model output through the parameterization of
the drag lav. This model is essentially a function relating the geostrophic wind at tleesuodi, the
friction velocity. The function includes thefetts of the OLE, neesurface stratification, thermal wind
in the boundary layeand \ariable surfice roughness due tanations in wind speed. Inputs include
fields of gridded seavel pressure (to find the geostrophic wind), seaaserfemperature and nesr-
face air temperature and humidity (to find the stratification and the thermal wind). The thermal wind
across the PBL can also be calculated by the model from the thickness ofdbe-so850 mb or sur-
face-t0-925 mb layerOutputs include the neaurface wind including turning angle, the fes of
momentum and sensible and latent heats, the geostrophic and thermal winds, avelgbiecdi and

vorticity of the surce wind.

This model has beenverted and applied to retvieg sea lgel pressure gradients from scatterom-
eter data (Bren and Ley, 1986; Brovn and Zeng 1998) and applied to southern hemisphere storm
analysis (Lgy and Bravn, 1986, Bravn and Zeng, 1998).dster and Bran (1994, 1994a) ha studied
the diferences between the modegtarameterization of the sack layer and that of the Goddard Labs
global circulation model. Dickinson and Bvo (1996) used this model along with scatterometer and
SSM/I retrivals to study marineyclones. Flamant et. al (1998)Meeapplied this model to cold air out-
breaks wer the Mediterranean and found a contiibn from the shear in the “nex layer” to the

entrainment process.

Figure 1.5 shes the neasurface wind speed and the sagé sensible heat flux predicted by the

model as a function of agea temperature f#rence at &rious geostrophic wind speeds. Figure 1.6
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Figure 1.5 The (A) wind speed at 10m, and (B) sensible heat flux predicted by
PBL-LIB as a function of the air-sea temperature difference, at various
geostrophic wind speeds.
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Latent Heat Flux vs. Air-Sea Tenperature Diff
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Figure 1.6 Latent heat flux predicted by PBL-LIB as a function of air-sea tempera-
ture difference and (A) geostrophic wind speed, and (B) near-surface
air temperature.
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shavs PBL-LIB’s calculation of latent heat flux, as a function ofsgia temperature €érence, and at

various geostrophic wind speeds and reeaface air temperatures.

As discussed in section 4.3, pd&ifs there are seral empirical constants that must b@erimen-
tally determined, most notably the constants in the diabatic corrections to the log layer profiles (the
W’'s). Hogstrom (1988) has attempted to retreatticorrect the original constants of/eeal research-
ers for flav distortions around theiravious sensor instruments by carefully measuring the distortions in
a wind tunnel and deloping correctiondctors. Figure 1.7 shs the eflect of choosing the constants
following Businger et al. (1971), Dyer (1974)oikdo (1975) and Dyer and Bragl€1982), along with

the corresponding corrected constants from Hogstrom (1988).
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Chapter 2

The Data

The work to be presented in this thesis requires data froamiety of sources:

ECMWF analyses and Reolds Optimum Interpolation (Ol) sea sagé temperature product.
SSM/I retrievals of the total intgrated vater \apor and wind speed.

A collection of high-resolution soundings launched from ships.

A 0w e

Each ships sensor logs of wind speed; air temperature and humidity; and sssederhperature.

2.1) ECMWF data and Reynolds Optimally Interpolated SST data

Our group rgularly uses analyses from the European Centre for Medium-Raegith&¥ Brecast-
ing (ECMWEF). This data isvailable from UCAR (ds111.1, “ECMWFQGA Global Sfc Anals”). |
will be using the data from 1992-1997 to calculate latent heat flux from PBL-LIB. No special pre-pro-

cessing of the dataag necessary

Reynolds and Smith (1994) presented an optimum interpolation (Ol) method to produce aglobal 1
by 1° gridded weekly sea sade temperature product. Their method ingests vats®f SST from the
adwanced ery high resolution radiometer YMRR) along with oy and ship reports, andvexr-
ages/interpolates to fill in missing data on the output grid. This data is produced operatodaihe
products are freely distnitbed to the scientific communitiyhave davnloaded the weekly Ol SST data
for 1992-1997 from UCAR (ds277.0, “lReolds’ CAC Global Sea Sfcédmp Anals”) and applied a 1/4-

1/2-1/4 binomial filter in time (folleing the authors’ strong suggestion) to remaoise.

Figure 2.1(A) shars the Ol SST vs. the ship-sensor S&3ch interpolated to the launch times of
the soundings. There is generally good agreemenmtihiere are some outliers. Furthevasticgation
shavs that most of these are from the Polarstern, when its SST reasrchanging by seral dgrees
over a fav hour's time, indicating possible problems in the Polarsse®8T data. Figure 2.1 (B) si®
the Ol SST interpolated to the sounding launch time vs. a centered 6vBoageaof the ship-sensor
SST record. The standard error is saumat reduced, Ut the outliers persist, since the typical time scale
of the suspect SSTs reported by the Polarstern is about 3 hours. Nonethelessathgamd agree-
ment between the IO SST and the SST reported by the ships indicatesyttaattequally useful for

calculating LHF oer the vorld's oceans. Note kever the cut-dfof the Ol SST at a maximum tem-
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perature. The comparison SSTs here are from the R/V Moana Wave, with afew points from the Hakuho
Mara (see Section 2.3.4 below). The ship SST shows diurna variation that the (weekly) Ol SST does
not. For comparison, Figure 2.1 (C) and (D) shows the ECMWF SST vs. the ship SST vs. the Ol SST,
respectively. The ECMWF data agrees nearly as well with the ship data as the Ol data, with the excep-

tion of afew points from the Polarstern.
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Figure 2.1 (A) Reynold’s Ol SST interpolated to the sounding launch times, vs.
ship SST interpolated to launch times, (B) vs. 6-hour centered average
of ship SST, (C) vs. ECMWF SST interpolated to launch times, and (D)
ECMWEF SST vs. ship SST, both interpolated to launch times.
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The OI SST vs. ship-sensor SSis. scatter at the times of the SSMiipasses (not the same as
the times of the SSM/Iverpasses when a soundingsMaunched) is about 0.76 K. Some of this is
likely due to the oceanicasm layey mitigated by the cool skin fefct. Since the SSM/I passes a partic-
ular point on the earth once at about sunrise and once at about sunségcthaf ¢fie varm layer is
smaller than if it were sampled at local noon. | assume that 0.3 K of this is duétulity in the lulk-
to-skin SST difierence (Schlussel et al. 1990) Mizg 0.46 K ungplained. Rgnolds and Smith (1994)
estimate the globalarage error in the Ol SST analyses procedure to be 0.13 k. thakcharacteristic
Ol SST error to be 0.5 K.

2.2) SSM/I data

Remote Sensing Systems, Inc. has made the gsophretrizals of Wentz (1997) freelyailable
on the internet at “ftp.ssmi.com”. The datdeoéd spans the entire time period an SSM/I sensor has
been in space, from June 1987 to the present (with a lag time of abaubtwths). Thearious sensors
have been cross-calibrated prior to the calculation of the gesigai parameters. | emphasize that the
brightness temperature measurements arevadtbble from Remote Sensing Systems, Inc., only the
geoplysical parameters retxied via \entz (1997). | hee acquired the data from the F10, F11, F13 and
F14 satellites for the time period 1992-199@bl€ 2.1 shws the time ceerage of each satellite. No

further pre-processingas necessary

Table 2.1 DMSP Satellite Time Coverages

Satellite Time Coverage

F10 Jan 1991 to N0 1997
F11 Jan 1992 to Present
F13 May 1995 to Present
F14 May 1997 to Present

2.3) Soundings and ship sensor data

Radiosondes are operationally launched fromyrsdmips and land stations around therlel each
day but are usually stored only in a reduced (significav¢lionly) format that does not §afently
characterize the marine neidt layer | have therefore sought sounding data that has beervadchi
higher resolutions. | also decided to only seek soundings from ships and not from island stations as is
commonly done by othersvestigating SSM/I retrigals of LHF | feel that gen relatvely small islands

can generate enough forced wection due to solar heating to fciently change the character of the
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marine mixd layey especially in the sub-tropics and tropics where most of these stations are located. In
the tropics, the leading twerms that déet the incoming solar radiation are the latent heat flux and the
longwave cooling. A dry land suace can not cool itself byaporation, causing the sade temperature

to rise, leading to increased eection. Often island stations are atw feundred meters altitude, where

we would not epect the marine med layer to xist unchanged from its basic state. | also sought ships
that had high-quality coincident obsations of the parameters necessary to calculate LHF from the
bulk method (see section 4.3, pdsf.

The Ewironmental Bchnical Laboratory (ETL) asea interaction group at M@/ETL in Boul-
der, CO has assembled a suite of instruments to measure diredenirfituxes and blk meteorological
variables from ocean-going platformsa(fall et al. 1997). This flux/meteorological system has been
deployed during seeral experiments since its inception in 1987. aacquired the e@riance and
inertial dissipation estimates of the fas along with theldk meteorological data, from wships, the
R/V Malcolm Baldrige during ASTEX and the R/V Moana during OGA CQARE. Additionally,
| have acquired eddy flux data from the R/V Hakuho Maru duri@gsA CQOARE, although this data

was talen with a diferent system than the M@/ETL group’s system.

2.3.1) ASTEX

| have obtained the soundings and ships sensor logs from all four of the ships that took part in the
Atlantic Stratocumulus ransition Experiment (ASTEX, Albrecht et. al. 1995). The four ships were the
R/V Malcolm Baldrige, the R/V Le Suroit, the R/\aMivia, and the R/V Oceanus. Unfortunatehe
Oceanus did not ka a humidity sensor on board, ss ithpossible to calculate the LHF from the time
series. The sensor logs from thaldivia were not posted to the Areki Center but were &ailable
directly from Stgen Klein, a student whoas on board. These soundings and the rest of the ship sensor
logs were obtained from theA$A Langley Research Center EOSDIS Distribd Active Archive Cen-
ter (DAAC). Additionally, | obtained the eddy flux data for the Malcolm Baldrige directly from Dr
Chris Fairall, NQAA/ERL (cfairall@etl.noaa.g9.

Each of the four ships launched soundings duringxpereanent. These soundingsvieabeen qual-
ity controlled and interpolated to 20 m resolution prior to being posted on A&CD(see
http://eoswellarc.nasa.gfHPDOCS/access_data.html). Eddy flux obagons when the wind &
not within 9C of the bav were flagged as bad, in addition to other quality control procedures outlined
by Dr. Fairall.
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2.3.2) ACE-1

During ACE-1, the Southern Hemisphere Marine Aerosol Characterization Experiment, the R/V
Discoverer cruised from its home port of Seattle to the Soatlifie, where it joined the R/V Southern
Sunweyor for the e&periment. Along the ay, the Discoerer launched radiosondes twice daigsulting
in a nice cwerage of the &ific ocean. Once on station south of Australia, the frequehlaunches
went up to 4 times per dayhe soundings and ship sensor logs were obtained from the UCAR/NO
Joint Ofice for Science Support (JOSS) data management system @ODIA

(http://www.joss.ucaedu/codiac/) xcept the Southern Sweyor sensor logs, which are natadlable.

2.3.3) RITS93

The Radiatrely Important Tace Species (RITS) 1993 and 1994 cruises were conducted eight
months apart in order to assesgioaal and seasonahsiations in trace ases and aerosols along the
long latitudinal transect. Measurements were made aboard tWéA NDip R/V Suneyor, which
departed Punta Arenas, Chile on 20 March 1993, crossed the Basgage to &mer Station on the
Antarctic Peninsula, continued southwest to approximately 67°S, 14@iWthen headed north to
57°N, 140°W arriving in Seattle on 7 May 1993. The RITS 1994 cruisensed this track, departing
Seattle on 20 Neember 1993 and awing in Punta Arenas, Chile on 7 January 1994. During the
cruises, soundings were launched twice a da and 12 Z. The data for RITS 98srgenerously made

available to me by DrJim Johnson at N@A/PMEL (johnson@pmel.noaa.gp

2.3.4) TOGA-COARE

During the Topical Ocean - Global Atmosphere Coupled Ocean-Atmosphere Response Experi-
ment (TOGA-CQARE, Webster and Lukas, 1992) fieldperiment, the R/V Hakuho Maru and the R/V
Moana Wve were stationed near the equatwar 156°E. During N@mber 1992, the Hakuho Maru
launched radiosonde 4 times dadynd took high-frequegcand lulk measurement.df three separate
month-long periods during Nember 1992 to February 1992, the Moarav&\aunched radiosondes 4
times daily and also took high-frequena@and lulk measurements with the M@/ETL flux/meteoro-
logical system. These soundings were obtained from the UCARANDInt Office for Science Sup-
port CODIAC system (http://wwjoss.ucaedu/codiac/). Both the Hakuho Maru and the Moana
Wave’s surfice obsemations include ceariance and inertial dissipation flux estimates. Olagems
when the wind w&s not coming from within 90of the bev hare been flagged as bad, in addition to
other quality control procedures outlined kirll in the release of the data. Theseaneafobsermtions
were obtained directly from DEChris Fairall, NOAA/ERL (cfairall@etl.noaa.gy).
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2.3.5) TEPPS

The Ran American Climate StudiesABS) Prograns Tropical Eastern &ific Process Study
(TEPPS, Yiter, 1998) took place in the eastern tropical and sub-tropical pacific during August to Sep-
tember 1997. The R/V Ron H. Bva was on station in the ITCZ neatN, 125W for about 15 days,
returned to San Dg®, then took an 8-day cruise of the stratocumulg®snecommonly found éfthe
coast of Baja California. 42 of the soundings launched during the cruise wega Goredes which
were donated to the project aftervimy sat on the shelf for weral years. Initial analysis (see
http://www.atmos.vashington.edu/gcg/mg/tepps/data/sounding_data.htmivezhdhat these sondes
produced anomalous humidity readings, and are therefore not included. Eoe sirfemtions were
taken at the top of a 10m mast in thenbaf the ship by a WHOI IMET system. | flagged obs¢ions
taken when the wind as coming from +/-20 dgees of aft as bad. The soundings and ship sensor data

were generously supplied to my by. Bandra Mter (yuter@atmos.ashington.edu)

2.3.6) The R/V Polarstern

The R/V Polarstern is based at the Alfredg@her Institute (/1) for Polar and Marine Research
in Bremerhaen, Germay (Konig-Langlo and Marx, 1997). It gelarly cruises to both the Arctic and
Antarctic on research and resupply missions, routinely launching radiosondes. 937 Polarstern soundings
were acquired for this studgelected for their broad latitudinalvesage. Before 1994\l archived
only the 3-hourly synoptic swa€e obsermtions. After 1994 thearchived the full 10-minute data. Thus
593 of the soundings t@ high-resolution coincident sade obsemtions aailable, while 344 hae
only low-resolution suiice obsemtions. Initial vork shaved that especially when the shipswnder-
way, conditions changed didiently during the 3 hours between synoptic obagon times that the pre-
1994 data performed significantlyovge than the post-1994 data in my model. Thus only post-1994 data
are used in this thesis. Ships sensors are on both the port and starboard side of the shipl and7 m (
g) and 37 mUJ) abore sea leel. Data from the non-windavd side has been rejected. These soundings
and ship sensor logs were generously supplied to me biKdnig-Langlo. See http://WWWKWI-

Bremerhaen.DE/MET/Polarstern/ for more information and contact points.

2.4) Sounding Processing procedure

All soundings hae been visually screened, andriolisly bad soundings rejected. YAsounding
that had missingalues in the lwvest km were also rejected, since theeadilayer vas not sampled well.

Additionally, all soundings within 150 km of land, or with sea aceftemperatures belal.5 C were
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rejected. This is tovaid adwection efects when continental or polar air masses are niitiguitly in

quasi-equilibrium with the ocean, and contamination of the SSM/Ivalsiy land or ice.

Some of the ships used in this study had rainggs aboard and reported rain ratesverage rain
amounts. Since the SSM/I retré of wind speed is especially sengtto interference from raindrops,
| would like to reject those soundings where raaswpresent. Rajnconditions often do not shothe
self-similar mixed-layer structure so pralent in non-raip conditions. | wish to only consider sound-
ings representaté of the cases where | will Yea\alid input data, and not delop aty correlations or
assess my model aigst data where it is not applicable. | attempted to find a relationship between rain
rate and some parameter ged from the sounding (e.gverage humidity in the 3 - 5 km layar the
depth of the lavest cloud layer) tit failed. | do not trust manof the ship-sensor reports of rain rates in
my data set. & example, there are cases from the R/V Diseer where the sounding sted no satu-
rated leels yet the rain guge reported 16 mm/hr of rain. The reported wind speed at the &maw

excess of 30 knots, leading me to suspect sea s@aemering the rairegge.

| also attempted to use an empirical method to identifyyraimditions. Ay saturated layer in a
sounding with a baseasg belav 3 km and at least 2 km thickaw assumed to indicate rain (Art Ragno,
personal communication). Only about a dozen of my more than 1600 soundings fulfilled that require-
ment, and thewere equally likly to be outliers as to siwaggood agreement in the final retrds. Thus

the problem of raiy conditions introducing spurious noisasvignored.

For each sounding, the corresponding acefobsemtions were linearly interpolated to the launch
time, and the Ol SST and ECMWF data were geographically and temporally interpolated to the launch
time and place. The time @fence between the launch of the sonde and the cla@diessurbice obser-
vation was 60 minutes or lessx@ept for the SST and SLP which were ai#al a 120-minute diér-
ence) or the suate obsemtions were flagged as bad. Additionatlye suréce obsemtions could be
averaged rather than sampled, for a rangevefagying times. This may pre useful in that the méd
layer is thought to respond to forcing from velon time scales the order of agareddy turn-eer time,

20 to 60 minutes. Also, the SSMIpixel size is 25 km, which corresponds to about an heerage
(assuming a wind speed of 8 m/syefaging may also rerue spiles in the sugfce obsemtions due to

contamination from the ship itself, despite our befsiresf to remwe those décts.

Each surwing sounding s analyzed to identify the importantéés: the bottom and top of the
mixed layey the bottom of andecoupled upper layehe bottom and top of theviersion layeretc. An

objective method s used first,lt each soundingas then visually inspected to assure proper identifi-
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cation. Detailed definitions of each of theseels for the purposes of this thesis falldn only 1.6% of

the soundings could no n&d layer be identified.

The bottom of the mied layer (often subscripted “mb”) is defined as thellevhere ap question-
able kinks and wbbles in the temperature or humidity due to contamination due to lawekdased,
or when the decrease gfand6 near the sudte has ceased. See section 2.5, pagér more on the

errors near the bottom of the soundings.

The top of the migd layer is defined separately for the humidify the potential temperaturg)(
and the equalent potential temperatur@y. In each case, it is defined as theelevhere the ariable

deviates significantly from a constardlue.

The net layer abwe the mixed layer may be theversion layer in the case of a single well-adx
layer, or a transition layer between the middayer and another moredess well-mixed layer bela the
inversion layer in the case of a deeper “decoupled” boundary Hyetop of this transition layesyn-
onymous with the bottom of the decoupled laystthe layer wherg, 6, or 8, ceases to change rapidly
and approaches a more constaitig. Especially fof, the decoupled layer may not be as well-gdix
as the layer belg, but there is often a shallolayer ab@e the ML that is characterized by an increased
temperature gradient rebedi to the layers alve and belw. This “mini inversion” can be seerery
clearly in the trace afT/dz as a layer where the lapse rate is less than the saturated adiabatic lapse rate,

given by

O
[1+0622R— D
aT (p- es) D
re= T e (2.1)
1+0622C TERVT - e 2

all the symbols hae their usual meanings. This equation idedént from equation (2.70) in &face
and Hobbs (1977) which gkects the second term in thepansion ofdwg/dz in the deelopment of the

equation:

dwg dWsdT . dWsdp

dz ~ dT dz dpdz (2.2)

The irversion layer is characterized by a lapse rate that is less then the saturated adiabatic lapse
rate. In the sub-tropics it is usually quite strong and distinttinkthe tropics it can be hard to identify

Occasionally there are\s&ral inversions of approximately equal strength, starting with the one at the
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top of the mixed layer When this occurs, the egalent potential temperature is used as an aid to iden-
tify the thermodynamic boundary layer the layer with the strongeswersion is identified as “the
inversion”. The inersion base is defined as theelevhere the lapse rate drops belg,, or the humid-
ity suddenly drops from saturation. Occasionadlyperadiabatic layers appear in the sounding just
above the top of a saturated lay&his is thought to be due teaporatve cooling of the sensors aboard
the sonde. Superadiabatic layersenbeen remaed from the soundings by identifying their top and
bottom and linearly interpolating the temperature acrossapeThe specific humidity and saturation
specific humidity are then re-calculated with thisvrtemperature. The top of theversion layer is
defined as the \el where the lapse rate onceamgreaches the saturated adiabatic lapse rate. Thus the

inversion is defined as the layer that is most absolutely stable.

2.5) Sounding Errors

Elliott and Gafen (1991) estimate the error in contemporary radiosonde measurements fote 0.2
for temperature and 3.5% for relatihumidity which is close to the accusaad\ertised by isala, the
manufcturer (05. mb for pressure, @ for T and <3% for RH). This translates into an accyifac
the specific humidity dered from T RH and pressure of less than 0.5 g/keeraging maw individual
measurements (e.g. across the adixayer) will reduce theverall error compared to an ingdual

measurement (e.g. thentlest sounding keel).

2.5.1) Errorsin thelowest soundings level

A possible source of error in all of the statistical relations discussed in the introductiGIQL’
Schulz’ Wg:Q, Schlusses T,:Q, and Chows EOFS) is from the error in the Weest sounding leel
report of humidity All of these researchers took thevkest \alues reported by a sonde as represeetati
of the neassurface \alues, without xplicitly specifying a height (thus my use @finstead ofy,). Fig-
ure 2.2 shas the temperature and humidity as reported by thedbsounding lesl and as reported by
the independent sensors on the ships in my dataset. @ar@ken to remue ship sensor data thatsy
contaminated by maneering, and all data fra been reduced to 10m. There is considerable scatter in
the data, indicating the sonde sensors were not in equilibrium with the same air mass as the ship sensors.
It is common, bt not unversal, practice to enter ship sensor output from a time close to the launch as
the lowvest sounding leel. For lamger ships such as the Polarstern, the temperature and humidity sensors
are 27 m abee sea leel, and the wind sensor is 37 m gbaea leel. This introduces a bias of about

5%, according to my calculations.
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The tm.s. error in humidity is about thevid of scatter in Schulz et al. (1993) Schlissel et al.
(1995) and Chou et al. (1995, 1997). If these soundings were usegetopda relation that used the
lowest sounding keel, a serious scatterowld be introduced. | conclude that one cannot use thesto
sounding lgel of a historical sonde record to study the aeeflayer without introducing serious errors,

unless independent sensors can be useeriiy the quality of the lavest sounding leel.

2.5.2) Errorsin thelowest ~100 meters

Figure 2.3 shas samples of soundings with questionable data near tleesuithe tw soundings
were launched from the Le Suroit at 10:56 Z on 4 June 1992 at°36,1835.54 E; and from the
Polarstern at 09:56 Z on 1 June 1995 at 23N,7331.17 E. The analyzed heights of the miklayer
the inversion layerand the bottom of the meéxl layer are indicated with horizontal lines. The smeat v
tical line near the swate in (B) and (D) indicates the virtual potential temperature of thacsurfhe
deficit in humidity in the loest fev hundred meters isafrly common, and is found in soundings
launched from all the ships used in this stuidyese anomalously dry layers are often the result of heat-
ing of the sonde sensor relatito the ambient temperature prior to launch (Cole, 1993). The relaxation
distance (time) for the TEPPS data has been calculated to be about 50m (8 sec.) (see
http://www.atmos.vashington.edu/gcg/MG/teppsiDA/sounding_data.html). Theseamnples further
underscore my conclusion that soundings are netyagood tool for studying the atmospheric aaef
layer Soundings can be used to study theembilayey but independent suate layer measurements

must be used to relate the miklayer ariables to the suate flues.
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Figure 2.2 The lowest sounding level report vs. the ship sensor report for (a) tem-
perature and (b) specific humidity for all ships.
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2.6) SSM/I collocation

At various stages in thisak, it will be necessary to collocate SSM/I obsgions with comen-
tional obserations, either soundings or sacé obsemtions. In an ideal arld, for every obseration
there would be an SSM/I fly-by within the auto-correlation time of theable in question, and we
could match each obseaion to a single SSM/I pet. Hovever, since the DMSP satellites are in sun-
synchronous negrolar orbits, and since the width of the SSM/latlwis smaller than the distance it
precesses each orbit, these perfect match-ups are uncommon. The sounding-SSM/I collocation problem

is further confounded by thadt that the SSM/I fliesver a point on the earth’surfice once in the
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Figure 2.3 Soundings launched from the Le Suroit (A) - (B) and from the

Polarstern (C) - (D). See text for explanation
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morning and once in the evening unless the point falls within the gap between swaths for that day. For
instance, soundings launched at 0Z and 12Z will only have a perfectly matched SSM/I pixel if they were
launched at longitudes near 0° and 180°. Similarly, only soundings near 90° and 270° E at 6Z and 187
would have perfect match-ups. There may aso be problems comparing a point measurement such as a
surface observation to an area-averaged observation such as an SSM/I pixel. This section attempts to

quantify the error involved in collocation of SSM/I and conventional data.

The time and space differences allowed between an SSM/I pixel and a conventional observation in
the literature varies. Chou et a. (1995) used 1.5 hours and 100 km, Wentz (1997) used 6 hours and 60
km, Schulz et a. (1993) used 3 hours and 0.5° latitude or longitude. Each of these was an attempt to

optimize the trade-off of accuracy versus total number of collocations.

I chose to calculate a single match-up between a sounding/observation and an SSM/I swath, rather
than the multiple match-ups between one sounding and the nearest 5 or 6 SSM/I pixels alowed by
Wentz (1997). | calculate the value of the SSM/I data using a scheme that weights SSM/I pixels by their

distance and time difference from the sounding/observation:

EHiD EFID i 23
W = .
Pofof
, i O o
where | require all pixels within distance D and time difference Ty have weight 1 by using
D; = max(D;, Dy) and T, = max(T;, Ty) (2.9

| take Dg to be the pixel size of the SSM/I, 25 km, and take T to be atypical eddy-turnover timescale

for the mixed layer, 30 minutes.

In order to guide my selection of match-up criteria, | have calculated the correlation, standard devi-
ation, and mean bias between the SSM/I retrievals of W and U the ship measurements for a range of

maximum allowed distance and time separations. The results are shown in Figure 2.4.

2.7) Summary

The work described in this thesis requires a large amount of data from severa sources. ECMWF

analyses of sea surface temperature and near-surface air temperature, humidity and sea level pressure
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are needed to run PBL-LIB to calculate a climatology of latent heat flux.g& kEmd geographically
widespread collection of high-resolution soundings launched from ships is needed, along with each
ship’s time series of sea sace temperature and neamrface temperature, humidity and wind, to
develop and walidate the model. Seral years of SSM/I retrigals of total intgrated vater \apor (V)

and wind speed.;), along with the corresponding time per®dptimal interpolation SSTs (Ol SST),

are needed to calculate an SSM/I latent heat flux climatology

Table 2.2 shars the total number of soundings from each ship, the number thatesltiie pro-

cessing procedure, the approximate height resolution, and the latitude and longitude ranges. The names

Table 2.2 Summary of Soundings

Ship Total Surviving Height Min Max Min Max
Name | Soundings| Soundings| Resolution Lat Lat Lon Lon
Malbal 133 119 20m 27.31 37.29 | 332.12 | 338.08
Suroit 68 69 20m 345 37.7 333.64 | 336.92
Valdiv 152 149 20m 27.1 46.01 | 334.33 | 348.08
Oceans 74 74 20m 32.7 41.17 | 334.11 | 338.91
Disco 180 161 40m -54.51 47.64 134.99 | 233.95
Suney 46 38 50 m -53.3 -40.74 139.9 151.9
RITS93 63 53 40m -67.23 | 52.22 | 210.46 | 296.14
Hakuho 148 148 10 m -13.78 24.5 142.59 156.1
Moana 261 237 40m -1.88 0.22 15498 | 156.14
TEPPS 253 195 10 m 7.1 32.2 231.4 277.4
Polar 937 440 40m -62.5 77.1 0.5 359.97
TOTAL 2274 1683 - -62.5 77.1 0.5 359.97

have been abbxéated to the codes that will be used throughout this thesis, and are hopefidiysob
Figure 2.5 shas the geographical distrikion of the 1631 soundings.

Soundings close to land and the ice edge, and those witbuskerrors or with too much missing
data in the migd layer hae been culled from the dataset. The soundings haen analyzed to identify
the bottom and top of the sade mixd layey the top and bottom of grdecoupled layerand the top
and bottom of the irersion layerErrors in the soundings V&been discussed, and the collocation pro-

cedure used in later chapters has begtamed.
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Chapter 3

Statistical Retrievals from SSM/I M easurements

The needed geopkical parameters that can be reteie from the SSM/I aré,, the wind speed at

10 m; andW, the total intgrated vater \apor defined as

00

W= [a(z)p(z)dz 3.1
0

where ¢ is wvater \apor mixing ratiop is density and z is height, the total intgrated liquid vater is

defined as

[ee]

L EI%(Z)P(Z)dZ 3-2)
0

whereq is the liquid vater mixing ratio.

Other interesting geophical retri@als «ist, including detection of sea ice and the ice edge, pre-
cipitation rates, land use types, eteit We restrict our attention to those parametersaalgto the open

non-frozen ocean.

3.1) Wentz (1997)

Wentz (1997) is the latest of a series of reai@lgorithms deeloped for the SSM/I. He sa@sg a
set of four simultaneous equations for the antenna temperatures of the chann2®/139xV, and 37H
(where V is ertical and H is horizontal polarization) farg, W, L and the “line-of-sight” wind
Ugcos(p), a parameter which is then used to reduce the error in thevattrag the first three parame-
ters. The accuracies of the retaés are 0.9 m/s, 1.2 kg?r,nand 0.025 kg/ﬁ] respectiely. Since the
method soles for the set of fourariables simultaneously it is not possible xtra&ct the &plicit depen-

dence of each parameter on specific input brightness temperature channels.

However, in Technical Report 063097-V @Mtz and Smith, 1997) hevgs an algorithm that “has
essentially the same performance” asnif¥ (1997) that does shidhe eplicit dependence of thé/

retrieval on the brightness temperatures:
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W = 359.661+ 0.27981GT o, — 150) + 0.266168T g, — 150) (3.3)
+182.002N (290—T,,,,) —0.439158T 5, — 150) — 0.17517 T, — 150)

—0.0112846T 5, — 150)° + 0.00202518T 4, — 150)°

+1.93046n (290— T,)° +0.0048304T 5, — 150)° — 0.00124048T 5, — 150)°

Note that this retrieal uses all fie of the lever frequeng channels (ecludes only the 85 GHz chan-
nels), and includes both linear and quadratic terms. Most othevatdratempt toxelude those chan-
nels that do not add significantly to the final reflelut this “kitchen sink” method produces the best
result, both in terms of Weest rm.s. and in terms of “cross talk” (changes in one paramégetiafy the

error of another parameter).

Wentz has made the retr&ds ofU,5, W, L, Ice amount, precipitation rate, and the time each mea-
surement (pigl) occurred zailable through his compgnRemote Sensing Systems of Santa Rosa, CA.
The data arevailable free of chage via the Internet at wwasmi.com or via angmous ftp at
ftp.ssmi.com. The original brightness temperatures are valable, as it wuld be a rather Ige
amount of data and auld require that the user re-do the irgatellite cross calibration that Remote

Sensing Systems has done prior to calculating their gsagath retrievals.

3.2) Alishouse et al. (1990)

Alishouse et al. (1990) tested three competing rettri@gorithms as part of the CalibratioalMa-
tion efort the for the first SSM/I aboard the DMSP F8. Hsafound that the best fit to the data is
obtained with a nonlinear global algorithm. Lineagreented and linear global algorithmseghigher
r.m.s. diferences. The “winning” algorithm, which egpd widespread popularity in the folling

years, is

2
W = 232.89393+ 0.148596 g\, + 1.828125 ,,, + 0.00619F 5, + 0.36954T 57, (3.4)

The tm.s. error of this retrial is 2.0 kg/rﬁ, but it was found to heae biases atery low (< 5 kg/n‘?) and
very high (> 60 kg/rf) values oW (Petty 1990).
3.3) Liu and Niiler (1984) and Liu (1986)

Liu and Niiler (1984) and Liu (1986)westicated the determination of monthly-mean aaef latent

heat flux from monthly-mean estimates of wind speed andsueface air humidity Q). They derived a
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5th-order polynomial fit ofQ againstW measured by a Ige collection of radiosondes (17 years of

soundings from 49 mid-ocean stations at small islands and weather ships). Jriession is

Q = 3.819W +0.1897W? + 0.1892W° — 7.549x 10 °W* + 6.0882x 10°W° (3.5)

with an estimated standard error of 0.8 g/kg for monthly meang.ditiemot apply ay radiometer data,
but Gautier et al. (1988) found discrepancies when compared to climatolajieas wf 50-90 W/Min

the Arabian Sea and as high as 190 Weouth of India.

Liu’s method s perhaps not so successful itsalt, ibspavned a whole host of journal articles,

leading @entually to this thesis.

3.4) Schulz et al. (1993, 1997)

Schulz et al. (1993) presented a refleand a statistical geession of geoptsical parameters
needed for the application of thelk aerodynamic equation for LHF using SSM/I measurements as

input. He deied an equation relating the “bottom layer” greted vater \apor defined as

500m
Wg= [ a(z)p(z)dz (3.6)
0

with my substitution oWy for hisw, for clarity of terminology
TheWg retrieval uses the 19\19H, 22V and 37V channels of the SSM/I:
Wg = —5.9339+ 0.03697 ;,, —0.02390N ; g, + 0.01559 ,,,,, —0.00497 5, (3.7

The theoretical standard error dexd by Schulz is 0.6 kg/%nbut when he tested this @gst an inde-
pendent set of 166 globally distiited radiosonde flights the actual standard eres found to be 0.9

kg/m?.

Additionally, Schulz found a linear relationship betw&sgand the neasurface specific humidity
Q (the height of) was not specified):

Q = ay+a;Wg (3.8)
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This relation had a standard error of 0.80 g/kg wigrwas directly intgrated from each sounding,

and 1.2 g/kg whellVg was from collocated SSM/I data (the daeéntsay anda; are slightly diferent

for the two cases). Comparison between the satelliterd@f) (via equation (3.8)) and the nearrface
specific humidity at 10 m normalized from thevist reported leel of 166 radiosondes ascents yielded
an rm.s. diference of 1.5 g/kg. Schulz notes that this is probably due tovedteigors, errors in thie
situ measurements, and temporal and spagiaatility in the collocations, and concludes that thero

all method when applied to real satellite data incursmars.Q-error of 1.2 g/kg.

The criteria for identifying collocations between the sounding and an SSMIlvms +/- 3 hours
and 0.5 dgrees latitude and longitude. Note that using latitude and longitude rather than actual distance
has the déct of allaving more collocations in the tropics than near the poles, since the size of the
SSM/I pixels is independent of latitude. Schliissel et al. (1995) found that although Schulz’ method for
estimatingQ has smaller standardwdations at high latitudes (~1.2 g/kg), it has a significant bias in the
high Southern latitudes (see hiable 2) with an weerall standard deation of 1.73 g/kg. Chou et al.
(1995) found similar results using soundings from 28 island and atoll stations, using the collocation cri-
teria of +/- 1.5 hours and 100 km. She foumd.s. diferences between Schul/ retrieval and those
obtained by direct intgration from the soundings to be 0.91 k&/and betwee derived using equa-
tion (3.8) and the loest sonde kel to be 1.88 g/kg. She also fourd is underestimated for the win-
tertime tratropics (as pointed out by Schulz et al. 1993) by about 0.75 g/kg.

Table 3.1 lists the standard errors of Schulgtessions, both with simulated and collocated SSM/I

data, along with similar assessments from Schlussel et at. (1995) and Chou et al. (1995).

Table 3.1 Standard Errors of the Regressions from Schulz et al. (1993)

Ws Q Notes
Schulz et al. (1993) 0.6 kg/n? 0.88 g/kg | Wg from ship-launched sondes
Schulz et al. (1993) 0.9 kg/n? 1.5 g/kg Real SSM/I data, ship-launched
sondes
Schlissel et al. (1995) 1.73 g/kg | Real SSM/I data,alunteer ships
Chou et al. (1995) 0.91 kg/n? 1.88 g/kg | Real SSM/I data, island stations

Schulz et al (1997) &s a lager study that used merchant ships and weathership M in the North
Atlantic. They found the 1m.s. error in the retried q,g to be 1.6 g/kg, and thenr.s. error in devied
LHF to be 50 W/rf. Their Figure 4 shes a distinct turning of the cloud of points near LHF = 0, where
the SSM/I method predicts g ngative \alues.
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3.5) Schlussel et al. (1995)

Schlissel et al. (1995) recognized that the-step process used by Schulz et. al (1993) wQese
statistically desied fromWg which is itself statistically dered from the SSM/I brightness temperature
measurements is more complicated than need be. Hederretrigal of Q (acain, no height specified)

directly from the SSM/I measurements:

Q = —80.23+ 0.6295T o, — 0.1655T ;g + 0.1495T .\, —0.15537 ;.\ — 0669575, (3.9)

The source of thim situ data that he used to assess the acgwfabis regression is uncleabut Schliis-

sel appears to kia used soundings from both island stations and ships, as well as ships of opportunity to
conclude that his method has a slight inveroent @er Schulz et al. (1993) with a standard error of
1.61 g/kg.

3.6) Miller (1990), Miller and Katsaros (1992)

Miller (1990) attempted to retrie Q statistically from a third-order fit td/, as opposed to Lis’
5th-order fit. He used one yemrlorth of soundings from 4 weather ships and one island station in the
North and Vst Atlantic, agin taking the lavest sounding kel to be representaé of the neasurface
humidity. The best fit resulted from taking data from only the month of Jgnuiihyan rm.s. error of
1.256 g/kg. Hwever, when he used real SSM/I data to assess the performance ofjrbssien, he

found 130 match-ups between the SSM/I and ship/island stateesg m.s. error of 2.609 g/kg.

In an attempt to impke@ the retrigal accurag, he included SST as analyzed by AOand

AVHRR to the retrieal. His retrieal is of the form

(d—Q) = —0.11676N —9.7811x 10 "W + 0.334415ST + 5.6958x 10 °SST? (3.10)

o the specific humidity at the sade, is often tadn to be 0.98(SLE, SST), wherej is the saturation

specific humidity ger fresh vater (a function of pressure and temperature only) and the&86t s to
account for the salinity of seaater Since SLP aries by about 1.5%ver the globe (m.s. ~ 13 mb,

mean ~ 1009y, can be adequately predicted by gression on SST and could be separated from a

regression of) onWand SST

The data were all from 2@o 50 N and from 55to 85 W, where the SSM/I passes close to 0 and

12 7, and resulted in amr.s. diference between ships of opportunity/island stations of about 2 g/kg.
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3.7) Clayson and Curry (1996)

Following Miller and Katsaros (1992), Clayson and Curry (1996)\vddra retrigal for the WWst-

ern Equatorial Bcific of the form

(do—Q) = 3.572W—0.298N° + 6.3158ST — 0.1296ST° ~0.017U (3.11)

They included wind speeld,q in the r@ression, bt note that the cofient is smallest by an order of

magnitude, indicating it did not decrease the.$. \ariability by much. Also note the much der \al-
ues of the coéitients for TOGA-CQARE, which leads to the conclusion that this type gfession is
not ‘portable’ from one geographic location to anatfidey derived the codicients from data from the
R/V Franklin during DGA-CQARE, and assessed its performancairsg the R/V Moana We,

shaving an rm.s. error of 0.63 g/kg and a correlation of 0.49.

3.8) Chou et al. (1995, 1997)

Chou et al. (1995) deloped a technique to estimate the rmaface specific humidity using an
empirical orthogonal functions (EOF) technique that uses satellitevedtrief bothwW andWg. The
technique uses sWWbased catgories of codfcients in an attempt to makt globally applicable, rather
than rgional EOF$ or global EOFS. As such, it inherits the dvdacks of the retrigals of bothw and
Wg, including the bias in the wintertimateatropics that Schulz et. al. (1995) found. Chou et al. (1996)
attempts to redress this deficignisy placing less weight oMy in these cases, assuming that the

retrievedW is more accurate and more highly correlated ®ith

Chou et al. (1995) calculated the standard error of thevatad Q from both simulated SSM/I
data (directly intgrated from a collection of soundings, using equations (3.1) and (3.6)) and using real
SSM/I data collocated within 1.5 hours and 100 km of each sounding fdimed the standard error to
be 0.75 g/kg for the soundings and 1.70 g/kg using real SSM/I data. In addition, she calculated the stan-
dard error of her retri@l using simulated SSM/I productstiwith random errors approximately equi
alent to the.m.s. accuracies of th& andWg retrievals, and found the standard errorQrincreased
from 0.75 to only 1.16 g/kg. Thus it seems that collocation errors account for about half the increase in

standard error when using real SSM/I data.

Chou et al. (1997) used adar set ofin situ data along with a slightly more complicated scheme
that requires ECMWF agea temperature €#frences, and found the standard error ofQhretrieval

compared with 28 globally disttilbed small island stations for all of 1992w1.83 g/kg. Match-ups
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with the Moana \ave during DOGA-COARE shaved an m.s. scatter in the LHF of 29 W#nand a

correlation of 0.83.

3.9) Summary of Satellite Retrievalsof LHF

As a summation of the pr®us sections, dble 3.2 lists the channels of the SSM/I used by each of
the \arious retrigals, and &ble 3.3 lists the standard errors associated with each ofatiee wpor

related rgressions/retrieals when real SSM/I data is compared vitlsitu data.

Table 3.2 SSM/I Retrieval Algorithm Dependencies

Parameter(s) SSM/I Channels Used
Wentz (1997) Ui W L 19V, 22V, 37V, 37H
Wentz and Smith (1997) | W 19V, 19H, 22y 37V, 37H
Alishouse et al. (1990) W 19V, 22V, 37V
Schulz et al. (1993) Wg 19V, 19H, 22V 37V
Schlissel et al. (1995) Jio 19V, 19H, 22V 37V, 37H

Table 3.3 Standard Errors of Retrievals/Regressions

Parameter| Typical Range| Error Comment

Schulz et al. (1993) J1o 1-20g/kg | 1.88 g/kg| Global

Schlissel et al. (1995) Jio 1.61 g/kg| Global

Chou et al. (1995) O10 1.83 g/kg| Global

Miller and Katsaros (1992 010 2.0 g/kg | Northeastern Atlantic
Clayson and Curry (1996) Jio 0.63 g/kg | Western Equatorialdeific
Schulz et al. (1993, 1997)] LHF 0-300 W/n? | 30 W/nf | Global

Schlussel et al. (1995) LHF 30 W/nt | Global

Chou et al. (1995) LHF 29 Win? | Global

Miller and Katsaros (1992 LHF 20 - 30% | Northeastern Atlantic
Clayson and Curry (1996) LHF 53 W/nt | Western Equatorialdeific

Schulz’ retrizal has not been widely accepted by the general SSM/I commlinitas been
claimed that it does no better even slightly worse, than a purely statisticabression (Frank 8htz,
personal communication)offowing Wentz’s suggestion, | embasl upon an attempt to degia statis-

tical regression using the sounding data described in Chapter 2.
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3.10) Proposed New Retrieval

| chose to use a double approach where Weftandg,, (the mibed-layer specific humidity) gees-
sions are deeloped simultaneouslyFor reasons that will become clear in Chapter 5, | ugg@he

mixed-layer humidity) instead @f; (the humidity at 10 meters) as Schlissel et al. (1995) did.

The rgressions were deed using the “Isfit” and “Imsgg built-in functions in Splus, a statistical
program from MathSoft Inc. These subroutine fit the respoasable to a linear combination of the
explanatory wariables by minimizing the square of the residuals or the median of the square of the resid-
uals, respeately. This “least-squares” fitting is technically guaranteed to be correct only if the wlistrib
tions are gussian, bt in practice it is widely applied. | also performedrassions using the “ltge
and “I1fit” functions (least trimmed squares usbmethod, and minimum absolute residuat)found

only very small diferences in the results.

Figure 3.1 shas the relation ofNg andgy, to the total intgrated vater \aporW, and sea suafte
temperature (SSTY andWjg are each inggrated from the soundingg,, is analyzed from the sound-
ings, and the SST is obtained from the ship sensor at the time of each sounding flight. Figure 3.1 (A)
and (B) are similar to Figure 5 of Liu (1986). Thexésts significant correlation between thariables.
However, there are trends and digressions that suggest there is room fovémprd. In (B) and (D),
we see the &ct of the Claussius-Clapmn equation, since the air humidity is usually about 70 - 80%
of the saturation humidity at the sea agd temperature. Thigpartures from this general tendeyare

of interest.

For W < 40 kg/nf, and for SST < 290 K thereist linear relationships. Heever, for W > 40 kg/nf
the “bent @er” shape of the cloud of points indicates that at some point (in the deep tropics, with a fe
cases in mid-latitudes) the totahter \apor in the atmosphere continues to increase without a corre-
sponding increase in the meid-layer humidityThe processes controlling the amount afev\apor in
the upper troposphere become increasingly independent of the processes controllingdHaymix
water \apor For these pointsjig and SST are essentially not correlated, Wz andW have a correla-
tion of 0.32, indicating some residual skilbrRhese same points,, andW have a correlation of 0.40,
andqy, and SST hee correlation of 0.36. Heever, while g, - g,,, andW are not correlatedy, - g, and
SST hae a correlation of 0.69, indicatingygretrieval should still possess skill at predicting the LHF
Doing a piece-wise fit alve and belar W = 40 kg/nf does not help the geession for either piece sig-
nificantly. The skill of either the local or fulMg (g, regression in the high range is lav, with R =
22% (58%)), ot the standard error is the same as the fghession and theysW regression.
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Motivated by the shapes of the clouds of points in this figure, linear and quadratic terms for each of
these ariables \;, SST) are included in thegeessions. Figure 3.2 she the statistically predicted vs.
obsenred retrizals of Wi (calculated from the soundings) for increasingly comfikts of dependent
parameters, along with the squared correlationficgeit (RZ), standard dgation (SD) and wverall
average bias of a least-squares linear fit to the data. Theremfiméw fit to the data in each graph, a
standard least-squares fit (dashed) andsotiimmed least squares fit (dotted) teegan indication of
how robust each rgression is. Note that a second-ordgression oW results in almost the same stan-

dard error as a second-ordegnession on SSne can also see thdezft of the imperfect sampling of
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global conditions by the ships (panel C) in the uneven distribution of SST. Adding other parameters
such as Uy and L, the integrated liquid water as measured by the SSM/I, did not yield any increased
predictability to the regressions. The standard error of Figure 3.2 (D), 0.52 kg/mz, is better than the ini-
tial estimated standard error of Schulz et al. (1993), 0.6 kg/mz, and much better than the error he found
using collocated SSM/I data (0.91 kg/m?).
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Figure 3.2 The performance of various Wg statistical regressions of increasing
complexity.
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In section 5.1.1, pagéb, | shev that using the idealag lav and the fidrostatic assumption, one
can intgrate equation (3.6) for a n@d layer (constarfl, constant), yielding the follaving relation

betweerg,,, andWg:

-1
C
_P
_ W 500gCf
In = B 1—%1—%—emD (3.12)

If the assumptions used in derig this equation are implicit in the statisticayression ofVg by
the choice of dependent parameters, then fingliffgom a rgression will yield results as good as those
of finding Wy from a rgression and then applying this equation. As an added bonusgysirgm a
direct rgression instead a@j,, calculated via equation (3.12) from gmession ofVg avoids violating

the assumption that the reit layer is at least 500 m deep.

In analogy with Figure 3.2, Figure 3.3 s¥®the statistically predicted vs. obseivetrieals ofg,,
for an increasingly compielists of dependent parameters, along with the squared correlatidih coef
cient (R), standard deation (SD) and verall average bias of a least-squares linear fit to the data. The
variation ing,, that is purely due toariation in SST has been rewed from this figure by plotting the
air-sea humidity dierenceqg-q,,, instead ofgy,,. There are tw lines fit to each graph, a standard least-
squares fit (dashed) and a usbtrimmed least squares fit (dotted) teegan indication of he robust
each rgression is. Agin, the second-ordergeession o'W produces almost the same standardade
tion as does the second-ordegression on SSThut in this case the correlation clieient is signifi-
cantly worse for the SST fit. Adding other parameters, sudt;gsndL, did not yield ag increased
predictability just as with theVg regression. The standard error of the best fit, Figure 3.3 D), is 0.9
g/kg, is lager than the estimated standard error of Chou et al. (1995) of 0.75 g/kg.

Table 3.4 lists the parameters included in most of #i®ws rgressions | hae performed, along
with the standard error of eactgression. Note that onlyg andq,, are directly rgressed; the middle
column lists the results of applying equation (3.12)\fp and is included for comparison with the last
column. Adding SLP had the same dhgible) effect as addindJ,q, and rgressions ofA\q = g - Oy,
produced the same results agressions ofj,,. Including or &cluding a constant term in thegressions
had little efect, except when attempting to retvieAq where it dgraded the result considerablyf(
Miller and Katsaros (1992)). Addin§,;q - SST although it didrt' decrease theverall rm.s. error
helped bring the medians of the error arigus range bins closer to zeroithgut it, the residual is

weakly correlated with aisea temperature €#rence.
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In this table, we start with the simplesgression\Wg andq,, regressed oW\, and add terms. Note
that using only SST gés about the same results as using Wlgnd that adding, o does not reduce
the standard errofhe last rav shawvs the parameters used by Liu and Niiler (1984) and Liu (1986) to

derive theirgo(W) fifth order rgression for monthly mean dataeWee that it does no better for these
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Figure 3.3 The performance of various gy, statistical regressions of increasing
complexity.
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retrievals than using no SSM/I parameters at all and using only @3iing only the linear and qua-

dratic terms.

Table 3.4 Standard Deviations of Statistical Regressions

Parameters included in retvial Wg(Stats) 0m(Wg(Stats)) Om(Stats)
w 0.88 kg/nf 1.6 g/kg 1.6 g/kg
W, W2 0.73 kg/nf 1.4 g/kg 1.4 g/kg
SST, SST? 0.71 kg/n? 1.5 g/kg 1.4 g/kg
W, W2, SST 0.57 kg/nf 1.1 g/kg 1.1 g/kg
W, W2, SST, SST? 0.55 kg/nf 1.1 g/kg 0.91 g/kg
W, W2, Uy 0.73 kg/n? 1.4 g/kg 1.4 g/kg
W, W2, SST, SST?, Uy 0.52 kg/nf 1.1 g/kg 0.91 g/kg
W, W2, SST, SST?, (T;o-SST) 0.55 kg/nf 1.1 g/kg 0.91 g/kg
W W2, We, WA, WP 0.73 kg/n? 1.4 g/kg 1.4 g/kg

It is difficult to pick one parameter to retreeusing such statistical methodsVgs q,,, andq,g are
all highly correlated. 8ble 3.5 shws the squared correlation cfieients and standard wdations
between these three parameters. It is not surprising that the correlations are so high, sineeawe ha
equation relatingVjg to g, and can relatg,, to g, via the LKB equations. Schliissel chose to regrie
O10. Schulz chos&\Vg, but | think the most relant and fundamental geoydical parameter ig;, the

average humidity in the med layer

Table 3.5 The R? and SD between Wjg, g, and g

Ws Om 10
Wg R2=0.99 | R?®=0.97
Om SD=24 R?=0.98
1o SD=29 | SD=0.94

The two statistical rgressions’ parametealues are gen in Table 3.6, where the cdifients are
defined by

Wg = a+bW +cW’ +dSST +eSST? (3.13)

and
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Oy, = @+ bW +cW? +dSST +eSST? + f(T,,— SST) (3.14)

The rgression can be performed with either the SST measured by the ship, or the Ol SST interpolated

to the ships position and time.

Table 3.6 Regression coefficients

Using | Regression| a b (W) c (WA d(SST) | e(SSP) | f(T1SST)
Wy 322.771| 0.158031| -1.2337e-3| -2.35677| 4.3109e-3| -

ST O 922.493| 0.175997| -1.0039e-3| -6.64644 | 1.2010e-3| 0.39117
Wg 348.437| 0.163496| -1.3718e-3| -2.54151| 4.6427e-3| -

oSSt OUm 117.123| 0.266108| -1.2916e-3| -0.99471| 2.0784e-3| 8.98421e-2

3.10.1) Regression performance

Figure 3.4 shas the performance of th&g andq,, regression using botlV integrated directly
from the soundings and real collocated SSM/I data, compared taltles\calculated from the sound-
ings. The sample size of the real collocated data is much smaller due to the collocation requirements, as
explained in section 2.6, pa@®, hut the standard error of this regression only increased from 0.555
to 0.565 kg/n?n when using real SSM/I data, not nearly as much as the 50% increase from @.&kg/m
0.9 kg/n? of Schulz et al. (1993). The increase in thes. of theg,, regression from 0.907 to 909 g/kg
is indistinguishable due to thedanumber of SSM/I-sounding match-ups. The increase in the scatter of
0m from simulated to real data is smaller than the increasmis. that Chou et al. (19953tebits (from
0.75to 1.83 g/kg) or the increase (from 0.88 to 1.5 g/kg) of Schulz et al. (1993), and better than the 1.61
g/kg rm.s. of Schlussel et al. (1995).

Since we obserrhigher vater \apor amounts in the total atmosphere near the tropics where the sea

surface temperature is high&Y is highly correlated to SSTo shav that the addition ofV as a param-

eter in the retrieals adds n& information bgond the correlation betwe&dand SSTFigure 3.5 shes
normalizedWg and airsea humidity dierence as a function of normaliz&d To do this, each of
WWg,andq,, was first rgressed amnst SST with a second-order fit. The sonde-measured datten
normalized by the statistical prediction to remadhe @erall variation due to SST and plotted. The
graphs she a tight cluster of points and a good correlation, considering that halattzbdiity (that

due to SST) has been reved. Theqq - g, plot is especially tightly clustered. The tail of points near
x=0.5 are all soundings tek by the Polarstern, at 50 - 68 and hee obsered SSTs only a e

degrees C. These points indicate conditions where the whole atmosphere is much dryer than normal for
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that SSTand the boundary layer airégen more dry compared withweerage conditions for that SSIT

is therefore likely that these soundings were influenced byeation of dry air across the ice edge, and
the ice-detection scheme | used to reject soundings (section 2.£4)ages not quite adequate to

remove these.

Finally, the rgression \as tested for ralstness by usingavious subsets of the soundings to
develop the rgression and the remaining soundings to assessrtee scatter and bias. Only small dif-

ferences in the cofidients and ealuation parameters were founde\also note that there is little fdif-
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ence between the geession using SST measured by the ship, and tresson using the Ol SST

interpolated to the shig’position and time.

Figure 3.6 shes box plots of the retnigl of g, vs. the sudce to mied layer humidity dierence
as measured by the radiosondes. Thisa®sion s based on minimizing the median of the squares of
the residual, which is not the method that produces theslostandard erroBeveral other methods pro-
duce standard errors of about 0.90 g/kg, Heve more bin-by-bin median errors. Fhproduce good
overall agreement while still underedictingq,, at lov gy, values and wer-predicting it at high &alues.
This regression still underpredicts the-aiga humidity dference at highalues (representaé of trop-
ical conditions) by about 0.5 g/kg. As will be ghoin section 4.7, pad®9, this will lead to an under
predicting of the latent heat flux by about 10 \K/JrlFortunater the epected alue of LHF for these
conditions is greater than 200 Winsuch that the calculated LHF will be about 5%.10

Figure 3.7 shes a similar plot, bt for the statistical retri@l of Wg as a function of sonde-mea-
suredWg. There is more scattea significant déation in the 8 kg/nzl range, and a trendward under
prediction at high &lues. AddingAT to the rgression yields only a slightly d&rent distrilution of
error. Based on the performance of th@twgressions, | tend t@for theq,, regression both due to its
better and more consistent performance and because it is a more fundamental (c.f. the arbitrary 500 m

depth of\Wg) geoplysical parameter
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3.10.2) Retrieval error analysis

It isuseful to estimate how much of the observed scatter in the two retrievalsis due to measurement
errors in the input data and how much is due to physical processes that are not accounted for in the
model. The major sources of uncertainty in the measurements are 3% due to radiosonde humidity accu-
racy, SST uncertainty, and uncertainty in the ECMWF Ty - SST predictions. | will take the error in Wi
and W to be 3% of their average values of 6.4 and 23 kg/m?, or 0.19 and 0.69 kg/m?, respectively. The
characteristic error of the Ol SST istaken to be 0.7 K (see section 2.1, page 19). The errorsin ther.m.s.
scatter at the time of the SSM/I overpasses between the ECMWF and ship sensor air-sea temperature

differenceis 1.0 K. About 0.3 K of this can be attributed to differences between bulk and skin tempera-

tures.

Wentz (1997) gives the r.m.s. accuracy of the W SSM/I retrieval as 1.2 kg/m?. By contrast, my col-
locations show a standard error of 3.04 kg/m?, but this includes collocation errors as well as random

retrieval errors. Wentz (1997) gives an error budget (his Table 3) that indicates the sampling mismatch is
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Figure 3.6 The difference between the statistical prediction of q,,,(W, SST, AT) and
gy measured by the sondes, as a function of surface-ML q difference.
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3.68 kg/nf for a time windav of 6 hours and a radius of 60 km for sonde and SSM/I match-ups. | used
a much smaller time windo of 60 minutes bt a lager radius of 150 km as my criteria. Using my
obsened \ariance and \&htzs stated accurgcl deduce the collocation error to be 2.79 k{;ﬁlfhis can
then be multiplied by the sensity of each of the methods tovgi the uncertainty due to collocation

errors.

For the sensitity of the retrizrals to their input parameters, ‘aduated the functions at the stan-
dard (global mean)alues of the inputariables and with the ditions listed abee. The estimated
variance bdget due to uncertainty in the measurements of the iapiates is gien in Table 3.7. The

estimated collocation errors are listed for reference. The agbesviance minus the total of the mea-
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surement errors is listed as the residual. Thakees represent the ydics that has not been accounted

for in the rgressions.

Table 3.7 Variance budget for the statistical retrievals

Om retrieval W retrieval

Error in sondéw (0.69 kg/nf) | 0.08 g/kg 0.07 kg/nf

Error in Ol SST (0.5 K) 0.32 g/kg 0.06 kg/nf

Error inTyg - SST (0.7 K) 0.27 g/kg -

Total Measurement Error 0.43 g/kg 0.09 kg/nf

Collocation Error 0.52 g/kg 0.32 kg/nt

Obsered \ariance 0.91 g/kg 0.56 kg/nf

Residual 0.61 g/kg (2.1% of 11 g/kg) 0.33 kg/nf (5.2% of 6.4 kg/rf)

3.10.3) Dependence on brightness temper ature channels

Itis of interest to xamine the dependence of thew#/z regression on the SSMé'brightness tem-
perature channels. Themeegression is intended to be used witeMz's (1997) retrieal of W, but the
dependence afV on the brightness temperatures cannoixpéicitly separated from the retxials of the
other parameters. Instead,xaenine the retrieal presented in Bhtz and Smith (1997) which beles
very much lilke Wentz (1997). Calculating and shing the formula for the e retrieval would as lilely
obscure as elucidate the point, sincenf¥ and Smith (1997) includes quadratic terms and the ne

retrieval then squares that, yielding a mess of cross terms with no egigy ®ort out the leading terms.

To find the dependencies of tharious retrigals and rgressions on each channel of the SSM/I, |
first chose “basic state”alues for each channel and then separatehied each one through the
obsened range for that channel. The “basic state@swhosen as the obsations takn by the F11
SSM/l at 38 N, 215° E at 02:18 Z on 18 Jul{L992, and is listed inable 3.8, along with the range of
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each channel. Also listed is the SST from the ECWMF analysis for 0 Z on the same day and an appro-

priate range. Note that the SSM/I cannot re&i8ST since it lacks a channel beld0 GHz.

Table 3.8 Basic State” brightness temperature values and ranges.

Parameter| Value (K) | Range (K)
T1ov 198.1181 | 170 - 222
TioH 133.2547 | 95 - 160

Toovy 227.5652 | 175 - 250
Tazy 216.0752 | 205 - 240
Ta7n 157.2748 | 120 - 170
SST 292.0577 | 274 - 304

Figure 3.8 through Figure 3.13 st®the functional dependence of the four retie by Wentz,
Alishouse, Schulz, and the current statisticgression on the er five SSM/I channels and SST
(Schulz and statistical geession only). Of the three channels thant¥ and Alishouse share, it is
remarkable hw different their responses are to changes in the brightness temperature. Teeslmeha
ilarly for the 22 GHz channel, commonly referred to as theemapor channel due to the strongter
vapor absorption line near there. Their slopes are ratHeratit for 19y and are wen reversed in sign

for 37V, yet the produce aV within 0.87% of each other for the basic state.
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Figure 3.9 As in Figure 3.8, but for T1gy.

Schulz’ retrizal and the statistical geession share allub two input parameters: Schulz does not
use 37H or the SSDf the remaining channels, only the 22V (thetev \apor channel) shes similar-
ity of their dependencies, as withez and Alishouse. Note also theewsed slope of the other chan-
nels, and the diminished slope of the statistiaggdagsion compared to Schulz. The sevigjtio each of
the channels of the statisticalgression must be diminished to “l@aroom” for \ariability to be

explained by the SST ‘channel’.&\frade sensitity to the SSM/I channels for sensity to SST
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Note also that Schulz’ retsial can produce unphical \alues (Wg < 0) for 19V and 22V at the
extremes of the ranges of these obsdrisrightness temperatures. The statistigaiegsion alays pro-
duces acceptablelues, gen at the highest sea sawé temperatures (SST >°£9. It is unknavn what
fraction of real SSM/I obseations produce these erroneoatues in Schulz’ retrigal, as one must first

eliminate ice- and rain-contaminated glix
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3.11) Summary

This chapter discussed some of the most popular ancanélgeopisical parameters rettied
from SSM/I measurements, includingeWz (1997), Alishouse et al. (1990), Schulz et al. (1993),
Schlissel et al. (1995) and Chou et al. (1995, 1997). The performance of each of tradsreasedis-

cussed, along with some of the shortcomings and biases of each of the methods.

Due to the general lack of acceptance of Schulz’ results andateatiby Véntz’ comments, |
developed statistical methods of retiieg bothWg andg,, from the widely accepted and readilyad-
able retrigal of total intgrated vater \aporW and eternally (non-SSM/I) supplied sea sacé temper-
ature SSTVarious combinations of geession parameters were tried and assessed, and a final format
settled upon: linear and quadratic terms of Bthnd SSTThe standard error of thegressions were
estimated from the ggession data and from real collocated SSM/I daent#V/ suspicions that Schulz’
method gve results equalent or slightly verse than pure statistics turned out to be true, in that the
standard error of both thwg and theg,,, regressions is less than thariwus assessments of Schulz et al.
(1993), Schliissel et al. (1995) and Chou et al. (1995, 1997). The estimated error (standard error of the
original regressions) and actual error (assessed using real collocated SSM/I datapabtiecompet-

ing methods are listed irable 3.9.
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An error analysis of the retrials was performed, and the errors due to imperfect measurements
was assessed. An errardget vas constructed, and itas found thatven without taking into account

SSM/I - sounding collocation error (sample mismatch) most of the aabsaxiance vas explained.

Table 3.9 Standard Errors of Retrievals

Parameter | Method Estimated Real

Retrieved Used Error Error
Schulz et al. (1993) | Wg Schulz 0.6 kg/nf | 0.9 kg/nf
Chou et al. (1995) | Wg Schulz 0.91 kg/nf
Current Work Wpg Current 0.55 kg/m? | 0.56kg/m?
Schulz et al. (1993) | q Schulz 0.88 g/kg | 1.5g/kg
Schlissel et al. (1995) q Schulz 1.73 g/kg
Chou et al. (1995) q Schulz 1.88 g/kg
Schlissel et al. (1995) q Schlissel 1.61 g/kg
Chou et al. (1997) q Chou 0.75g/kg | 1.83 g/kg
Current Work Om Current 0.91 g/kg 0.91 g/kg

Finally, the dependencies on each of the brightness temperature channels and SST of/tiie retrie
of Wentz, Alishouse, Schulz, and the curreotlwere @amined. The ne statistical rgressions were
found to be well beheed for the full range of obsezd brightness temperatures and seasarfemper-

atures, unlik some of the other retvials.
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Chapter 4

The Calculation of Latent Heat Flux

4.1) Latent Heat Flux M ethods
There aists four common ays to estimate latent heat flux:

1. The cwariance or ‘eddy correlation’ technique uses direct high-frequereasurements of the 3-
component glocity fluctuations and humidity fluctuations. This is the only “true” or direct measure
of the flux.

2. The inertial dissipation technique also uses direct high-freguarasurements of thertical
velocity fluctuations and the humidity fluctuationst borverts these to spectral measurements and
uses the KImogoros hypothesis of thexéstence of an inertial subrange to infer the flux. It is hoped
that flov distortions around the measurement platforrrehitle efect on the high frequegenea-
surements.

3. Bulk parameterizations use timeesaged measurements and relations that are the result of either
dimensional analysis or basicysics. Wwo hulk parameterization methods will be further
explained beluov.

4. Profile-fitting uses timeweraged measurements at multiple heights in thasaithyerThey are fit
to the epected profiles (see the section on theamgriayer belw) to find the parameters used to

calculate the flux. This is the crudest of the methods.

The first two require &st-response instruments capable of directly measuring theenirifiuctua-
tions. Such instruments are often hard to operate at sea, sindertido become dirtied by sea spray
and drizzle, as well as beindexdfted by an rolling of the platform. Thus tlyeare seldom depjed, and
then only on research ships during specifipegiments for short time periods. The latteo teequire
only time-average measurements, which are much easier to obtain, and are routinely produced by

buoys, commercial ships, research ships, etc.

4.2) The bulk aerodynamic method

A common method used to estimate #sxs to use theutk-aerodynamic formulae. Thiare the result
of dimensional analysis, and one of the oldest methods used in meteorology to estimsnfiudrag.

The hulk-aerodynamic formula for latent heat flux is
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E = pL,CeU10(Ap—a10) (4.1)

wherep is air densityL,, is the latent heat ofaporizationCg is a transfer coétient, U, is the wind

speed at 10 nyj is the suréce specific humidifyandq,q is the specific humidity at 10m.

U, can be estimated fromyanne of seeral satellite measurements (e.g. SSM/I, ERS-1, N§CA
o is usually takn to be 98% of the saturation specific humidity at the SST (Kraus, 1972) which can
also be obtained from satellites (e.3/HRR). Density can be calculated from analyses of sesl le
pressure and temperatu€:, the transfer coétient, must be eithexperimentally determined or pre-
dicted from a sudce-layer model. Seral lage eperiments were performed to establish itdue
between 1.1 x T8to 1.3 x 10°, with a small dependence on stratification. Measuremerutg,ofiow-

ever, are generally notvailable wer lage portions of the wrld’s oceans.

4.3) The LKB bulk method

Liu et al. (1979, hereafter referred to as LKB) postulated that based on Moulkir@Isimilarity
theory aguments (e.g. Businger 1973a) the mean diabatic profiles of wind spepdténtial tempera-

ture @) and specific humidityq) in the surfce layer may bexpressed as:

= % n020_ @Ed
u(2) = k['”EtoD i (4.2)
T

0(2) = 6.+ —| InH2Z20_y_CE0 4.3
(2) 0+kT[n - TE]_D} (4.3)

_ %1 0zo_y 2d
2) = g+ —|IngF——W = 4.4
a2 = g kq[ Gt o (4.4)
L™ = 9K (1.(1+0.619) + 0.6183.) (4.5)

Vu*

k kt andkg are von Karmens constant and the temperature and humidityvetgrits zy, Zgr andzy, are
the roughness lengths, and T«, andg« are the Monin-Obkhovs scaling parameters for momentum,

temperature and humidjtyespectely. L is the Monin-Obkhov length taking into account theidy-

ang of water \apor ¥, W1 andW¥, are the stratification corrections to the neutral ‘logsfaand are

related to the dimensionless gradiehisby and®, by
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[ZO0 - [Z0
WHE = [(1-®)din{ 3 (4.6)

They are generally gien for unstable stratification as

W = 2In[(1+ /2] + In[(1+ D) /2] —2atam>‘1+’-2T (4.7)
-1
Wi = Wy = 2in[(1+ ;)2 (4.8)
with
~1/4 ~1/2
- z[] co = O_n20
P = El—aULD and®; = o, = H arth (4.9)

and for stable stratification, as

W= B, andWr = W, = B+ (4.10)

wherea,, ar, B, andBy must be determinedperimentally Mary sets hae been presented in the liter-

ature. (e.g. Businger et al. 1971, Dyer 197dn#o 1975, Frangeand Garratt 1981, Dyer and Braylle
1982, Hogstrom 1988).

Contained in equation (4.2) is what essentially amounts to choosing the form of the dfiag coef
cient, in the choice of the parameterizationzgfis a function ofi (e.g. Kondo 1975, Smith 1988,
Large et al. 1995, Chou et al. 1995). The most common formula is

2
Us

- q— v
Zy=a 3 +0.11u (4.11)

*

wherev is the kinematic viscosity of aifhe first term is follwing Charnock (1955) and isakd for

rough flav (U;q > 8 m/s). The parameteris the “Charnock constant”. The second term is from LKB
and is \alid for smooth flav (U9 < 2 m/s) where the roughnessyRelds numberdefined as R=

Zou«/v, approaches a constartiwe of about 0.11.

Figure 4.1 shes the drag coétient (Cp) vs. 10-m wind speed that result from choosing the
parameterizations ag(u-) from Kondo (1975) asxended by Smith (1989),aftall et al. (1996) and
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Large et. al. (1995). Each fits theperimental scatter about equally wellitbhey are rather dferent.

PBL-LIB uses the iindo/Smith parameterization.

The \alues ofzyr andzyy are determined from the viscous sub-layer model of LKByTdre

power-law curwe fits to the roughness Relds number:

b
ZotUs o
- 2 0

where the glues ofay, ay, b; andb, are gien in Table 1 of LKB.

|
! —— Kondo/Smith
o L Fairall et al 1996
| — — — Large etal 1995
! —— — Francey & Garratt 1981 (Chou)
\ — —  ECMWF
\
o -
_—_
O
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o
o
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©
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Figure 4.1 The drag coefficient parameterizations of Kondo (1975) as extended
by Smith (1989), Fairall et al. (1996), Large et al. (1995), Miller et al.

(4.12)

(4.13)

(1991), and Francey and Garratt (1981) which was used by Chou et al.

(1995, 1997).
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This framevork has the important feature of defining transfer famefts that depend on height,

wind speed and stratification.e/¢an see this by substituting Equations (4.4) and (4.2) into (4.1), lead-

ing to
K
C = K 0 q (4.14)
in20_ @D |,02.0_y [EO
(o0~ TL0 M 0 alD

The height and stratification dependencexigieit (z and theW’s) kut the wind speed dependence is
implicitly contained in both the Qitkhov length () and the roughness lengtl @ndzy,) parameteriza-

tions.

We can transform theutk aerodynamic franveork to the LKB formulation of LHF by substituting

equations (4.2), (4.4) and (4.14) into equation (4.1), yielding

E = —-pL U0 (4.15)

The abee system of equations (4.2) to (4.13) is non-linear and must kexlstdvatvely. Required
inputs are the swuate temperature and one measurement dfandq at ary height. The blk aerody-
namic formula for LHF is a linearization of the system with a congtdntz,, Zgy, andzy, yielding a

constanCg (equation (4.14)).

It is important to note thaty§ - q,0) andgx contain the same information.v@n two measurements,
one can calculatg.. Giveng« andqg, one can calculaigg, orq at ary other height in the swa€e layer
In the same @y, U;g andu- contain the same information. lact, since the SSM/I dekrs the neutral-

equialent wind speed¥{ = 0) it's even easier to caert tou, requiring only an iteration agy(u-).

Note also that as thestoraveraged wind speed approaches zero, the LKB model predictsO
and E- 0. Consider the case of the windwiog at 2 m/s for 30 minutes from thee®{, and then for
30 minutes from the East. @busly, the LHF in this situation is the same as if it hadupidor an hour
from the West, not zero as the LKB model predicts. Care must lmntakuse the correctlyweraged
wind speed, especially in conditions of no mean wintdgloistiness due to cegction abwee the surdice

layer, in the mixed layer
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4.4) Gustiness parameterization

The LKB model has the problem that as the mean wind spésdd zero, it predicts zero flux, contrary

to obserations. Stated anotheray it assumes all the tuwitence is generated by neanface shear

while in conditions of zero mean wind the tuldnce is in &ct generated mostly byubyang. This
reflects thedct that gen in conditions with no mean wind, there can still be considerable gustiness due

to corvective processes.

Following Godfrey and Beljaars (1991) a gustinessocity is combined with the éctor) aeraged

wind speeds (reported by the ship) to placensetdound on wind speed:

s = Ut Wi (4.16)

The gustinessalocity is defined as
W, = Bw, (4.17)

wherep? = (0,2 + 6, / w2 is a fctor to account fon@raging times ands is the Deardoff(1970)
convective \elocity scale:
3

Z
Wi = — %(U*T* +0.616u.q.) (4.18)

\

wherez is the iversion heightSis then the speed used in Equation (4.2) in placgzpf Applying a
little algebra shwrs us that abl - 0, S - W, which when applied to Equations (4.2)-(4.5) will yield a
result equralent to Stull (1994).

This extension to the LKB parameterization is also usecdaindf et al. (1996), which presented the
COARE 2.0 hulk flux algorithm. It is based on the LKB modelitlon the basis of seral recentxper-
iments including DGA-CQARE, they adjusted some of the empirical constants and added additional
physics, including the gustinesglacity correction, an altered form of the stratification corrections to
the logarithmic profiles in highly unstable conditions (#&s in Equations (4.2)-(4.4)), a cool-skin and
warm layer correction for non-radiegi SST measurements, the élb” correction to account for the

buoyangy of water \apor and the precipitation sensible heat flux.

Chou et al. (1997) also included this gustinesi®aity correction, bt found it had a ngigible
effect on the monthlyagrage latent heat flux for January 1993, increased by only 1.5.\émdaily
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flux comparisons with the R/V Moanaa¢ during OGA CQOARE, it increased the bias and tha.s.
difference between the SSM/I LHF and theas@ance flues by 0.88 and 0.36 Whyrespectiely. This
result is mainly because the SSM/I reteid wind speed isery seldom less then 1 m/gipically, Wy is
on the order of 0.5 m/s. Thus its inclusion adds only a small amounteiy &mall number of daily

estimates of LHFwhich has a rgdigible impact on the monthlyarage.

4.5) Choice of empirical constants

This ulk model framevork, often referred to as the LKB model” has ménee parameters (empir-
ical constants). \& must specify the gustiness parameterizaoandz), the ‘drag codicient’ model
(29 as a function ofi), the parameterization @hy andzyr, and seen more free parametets ky, kg,

a,, an, B, andBr).

In Chapter 5, | will force this model with the meik-layer a&erage specific humidity and ECMWF
air-sea temperature firences. Therefore, | must picllues of the free parameters that best minimize
the rm.s. diferences when using ECMWF @ea temperature @#fences, not the ship-sensop, -

SST, compared to the tudtence data. The reason lies in the ECMWFaa@flayer parameterization.
TheTyo - SST it finds will be based on a certaaiue ofky. If | select a diferent \alue, | will calculate

the wrongT« andz/L which will result in a flux bias. Thealue ofky that minimized the error using
ship-sensor data is of no use to my model, sincer'thave measured data to input. Therefore, the
value | select foky should not be used with other than ECMWF temperature data, as it is not the best

value to use with “real” data.

There are manproposed sets of constants presented in the literature, eagtddeom diferent
sets of turblence measurements through the years. The LKB frankeis most sensite to the choice
of k, kyy, andkg. The other stratification correction constants, and the choice of the parameterization of
Zo(u+), have a second-order fett amounting to only a fe W/m? under typical conditions. Smith’
enhancement &€ at moderate wind speeds has about a 1886teMorewer, the choice of theg(ux)
function changes the LHF by afaifent fictor at diferent \alues of LHF The aerall mean bias might
not change much, as the bias at liluxes compensates for opposite bias at highefux hae per-
formed etensve tests, ealuating five zy(u«) functions to find the one that best fits the tlghce data at
all LHF ranges, and determined that theno/Smith drag coB€ient withky = 0.45 andkg = 0.41 and
the gustiness parameterization is best for this particular applicatiam,Agtress that this is a special
case where | blend ECMWF SST ahg data with ship-sensdt;q andq;q, and my choices of param-
eters are only best for these conditionst 8riving the LKB model with ship-sensor data alone (no
ECMWEF data), | found the drag céiefent of Francg and Garratt (1981) witk = kg = 0.4 and no
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gustiness parameterizatioavg the besterall fit. | also found that if usingnly ECMWF data (e.g.
PBL-LIB), the best fit was with the Kndo/Smith drag coéfient, ky = kg = 0.45 and no gustiness

parameterization.

Table 4.1 lists thealues of Wn Karmans constant and its analogs for heat and moisture fegin v
ous papers, along with the results of comparing the output fronulthenbdel with the turblence data
from the three ships where it igadlable. There were 1140 ~1 howeeage inertial dissipation esti-
mates and 1041 eddywariance measurementgadable. The empirical constants are from Liu et al,
(LBK, 1979), Francg and Garratt (FG, 1981), Dyer (D74, 1974), Dyer and ByafidB, 1982) and
Fairall et al. (F96, 1996). ECMWF, -SST were used, and only data in the 50 - 150 2Wénnge only
were compared as there are not enough points outside this range $tagie statistics. The error from

using the LKB alues lit with the gustiness parameterization turndédsodlso listed, for comparison.

Table 4.1 The mean and median errors of the bulk model compared to turbulence data, for
various choices of k, kyy and kg.

Inertial Dissipation Eddy Cwariance

Source K, Ky, kg Mean Error | Median Error| Mean Error | Median Error
LKB 0.4,0.45,045 | 6.63W/nf | 4.67W/nf | 9.18W/nf | 6.9 W/n?
FG (Chou) | 0.4,0.36,0.45 | 6.15W/nf | 4.05W/nf | 8.68W/nf | 6.21 Winf
D74 0.41,0.41,0.41| -0.81W/nf | -1.17W/nf | 272 W/nf | 1.58 W/nf
DB, F96 0.4,0.4,0.4 -4.74W/n? | -5.87 W/n? | -2.60 W/n? | -4.34 Winf
LKB, no gust | 0.4,0.45,0.45 | 1.61W/nf | -0.44Winf | 4.04W/nf | 1.28 Winf
LKB, realAT | 0.4,0.45,0.45 | 23.05W/nf | 23.02W/nf | 26.17 W/nf | 24.52 W/nf
Best fit, 0.4,0.41,0.45 | -0.30 W/nf | -1.05 W/nf | 2.64Winf | 2.38 Winf
ECAT’s,
with gustiness

By contrast, the model is much less sewsitd \ariations ina,, ap, B, andBy, the empirical con-
stants in the stratification correctiongble 4.2 lists the results of comparing tliaus sets of con-

stants in the literature. The mean and median biases are within//fie? of each otherindicating that
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the parameterizations of the diabatic corrections agree more closely with each other than the parameter-

izations ofZy(ux).

Table 4.2 The mean and median errors of the bulk model compared to turbulence data, for
various choices a,;, ap, B, and B

Inertial Dissipation Eddy Cwariance

Mean Error | Median Error| Mean Error| Median Error

Kondo -0.052 W/nf | -1.62 W/n? | 2.26 W/n? | 0.41 W/n?
Francy and Garrett (FG) -0.052 Winf | -1.62W/nf | 2.25 W/nf | 0.41 Winf
Dyer and Bradlg (DB) -0.54W/nf | -0.93W/mf | 2.87 Winf | 1.05 Win?
Dyer (D74) -0.051 W/nf | -1.62Winf | 2.26 W/nf | 0.41 W/nf

Dyer corrected by Hogstrom | 0.23W/nf | -1.31 W/nf | 2.55 W/nf | 0.61 Winf

Businger et al. 1.35W/inf | -0.30 W/inf | 3.71 W/nf | 1.43 W/nf

Businger corrected by Hogstrom-0.16 W/nf | -1.68 W/nf | 2.14 Winf | 0.14 W/nf

Fairall et al. (1996) usefd = 1.25 andz =600 m, based on awerages from CARE data. | hae
access in my data sets to the actuatrision and mied layer heights for each case, from analyzing the
soundings. | hae tested the sensiiy to z of my augmentedersion of the LKB parameterization and

found that knaring the real; males only a small diérence, and taking awverage alue is adequate.

| chose to prioritize matching the inertial dissipation estimates of MdFratching the eddy cor-
relation measurements. The former relies only the high-fregutaia, which should be less suscepti-
ble to contamination by the rolling of the ship. I willédk= 0.4,kr = 0.4,k; = 0.4, = 1.25, the Smith
(1988) parameterization @&f as a function ofi, a,, = ar = 6 andB, = Bt = 16 follaving Kondo (1975),
and the LKB parameterizations jfr andzy,. This fully specifies all the empirical constants. | will also
use the same altered form of #§i¥¢s in the highly unstable limit asafall et al. (1996). | will not use
ary cool-skin or varm layer correction to the SST measurements nor will | include precipitaties,flux
as these are not possible to estimate from my data. Udyarxy of water \apor has already been

accounted for in the LKB definition of the Monin-Gkihov lengthL.

4.6) Augmented L KB scheme performance

For each turblent obseration of LHF by the ship sensors in the data sets from the Moama, W
the Hakuho Maru and the Malcolm Baldrige, the LH&svealculated using my augmentestsion of

the LKB scheme using the shepulk wind speed and humidity and the ECMWF sea and air tempera-
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tures as input. This combination of inputs best approximates the final model Iweilbplén the net
chapter Figure 4.2 shes the diference between the twient and blk latent heat flugs. Figure 4.3

shavs a comparison between theotturtulent estimates of LHF

These are ‘box plots’, where each dark box encloses the middle half of the data in that bin, the line
near the middle of the box is the median for that bin, the dotted line reaches up to 2 timesdoainter
tile range (which encloses 96% of augsian distribtion), and outliers are indicated by dots. The num-
ber of points in each bin is printed near the top of the plot. The central box height is not the standard

deviation of the distrilation, since it encloses 50%, not 66%, of the dathiie concept is the same.

The eddy correlation and inertial dissipation agree with each other ineaall cstatistical sense
(Figure 4.3) with a small mean and median biasvé¥er, there is both about 17 W#nof scatter ver-
all, and systematic biases of the median error in #i®ws range bins. At Vo fluxes, we gpect the
covariance method to ke problems since small fluctuations ardicliit to measure. Occurrences of

very high fluxes are too rare to yield stable statistics at the high end.

The LKB hulk scheme agrees with thevesiance and inertial dissipation in a statistical sense,

since | chose the drag cieient model and empirical constants such that the LKB model best matched
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the inertial dissipation estimates. Wever, there is still more than 15 W#nof scatter The comparison
with the eddy ceariance measurements sl e/en more scatterand considerable biases at the
extremes of the range. At thewcextreme we dort’expect the ceariance method to g good results,
and at the highxtreme there arehenough points to gé stable statistics. In the moderate range, the
agreement is reasonablet s still plagued by lagre scatterThis reflects the error in measuring LHF by
the various methods, and may be uoigable gven the intrinsic accurgf the sensors and the some-
what non-stationary nature of reabsid turtulent boundary layers (Blanc 1989)eWould like to be
able to measure LHF to within 10 Wirto satisfy climate modelers and to meet the flux acgurac
guidelines set by e.g. the BAE working groups (Wbster and Lukas, 1992). This goal can only be

met on a statistical basis, not an instantaneous one.

4.7) LK B sensitivities

Since LHF has a global mean of near 100 ¥(standard déation about 60 W/, to find the
LHF to within 10 W/nf requires at most a 10% error inyanf the terms of equation (4.1), thalk
aerodynamic equation. If the errors are uncorrelated, the tatahee will be the sum of the initlual
variances. The densityis not likely to be the chief source of error as an error of 10 mb or 3 K leads to
only a 1% error irp, and analyses are probably within those errors. Similaglgunits of J/kg) can be

calculated from air temperature inglees C using thexpression from Bolton (1980):

L, = (2.501-0.00237 ) x 10° (4.19)
to a high dgree of accurac

Figure 4.4 shas the error due to a changes in the inputables to the LKB parameterization esti-
mates of LHF equation for a range of SSTs and wind sp&ggiwas talen to be SST - 1.25 K, amgly
was talen as 75% of the saturation at the SHfis figure is similar to Figure 1.2xaept that the air
temperature is included here, since the LKB LHF is a (weak) function of air temperature whilkkthe b
aerodynamic formula (8F) is not. Agin, the sign of the changes in the inpartiables were tada such
that the diference in LHF \as positre. The sensitities of the LKB scheme are similar téAB, but
slightly diminished. Br example, under tropical conditions (high S3dw wind speed) the error in
LHF due to a 1 g/kg error igyq is about 25 Wirh For typical midlatitude (tropical) conditions, the
error in the LHF calculation due to & drror in SST is about 15 (30) \N?m'ndicating we need to mea-
sure SST to within 0.7 (0.3) K. This assessment agrees withaitadl Et al. (1996a) constraint of 0.2 K
for the Racific warm pool. The sensitity to a unit error in wind speed is less, ranging from about 5

W/m? near the ice edge to about 20 Vi/im the varm pool. By contrast, the sengity to air tempera-
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ture errors is ®ry small, less than 6 Wnior all conditions. The senasitty to errors in sea el pres-

sure (not shon) is a maximum of about 0.9 W#mb at lav wind speeds in the tropics.

Figure 4.5 shas the eflect of the choice of roughness length parameterizationg{the func-
tion, which essentially specifies the form of the dragfameiit). The functions are from Frarycand
Garratt (“FG”, 1981), Miller et al. (“"ECMWF", 1991), Lge et al. (“Lage” 1995), Rirall et al. (“Rair-
all” 1996) and Kndo (“Kondo/Smith” 1975). The diérences due to drag ciefents at lev wind

speeds are all due to fdifent choices for the “Charnock constaat”except for Lage et al. (1995)

(A) s (B) .
— © 7 —_— =
ul0=5m/s ulo=5m/s
,,,,,,,,, ul0=10m/s e ul0=10m/s
&9 ---- ulo=15mss - ---- ul0=15m/s

50
1
!

20

LHF (W/m~2)
40

30
1

LHF (W/m~2)
15

10
1

(C\i — - @ @
°
T T T T T T T T
270 280 290 300 270 280 290 300
SST (K) SST (K)
(©) , (D)
ul0 =5m/s )/
84 e u10 = 10 m/s ,/ © 4 T uld=5mfs
-—-—-- ul0=15m/s L2 ul0 =10 m/s
’ ---- ul0=15m/s

~—~ ~
N N
< <
e IS E <«
- -
= =
LL LL
I T
= o] 4

o - o

T T T T T T T T
270 280 290 300 270 280 290 300
SST (K) SST (K)

Figure 4.4 Error in LHF from the LKB parameterization, as a function of SST and
wind speed, for unit errors in (A) wind speed (m/s), (B) specific humid-
ity (g/kg), (C) sea surface temperature (K), and (D) air temperature (K).



71
which parameterized. directly in terms of a 3-term geometric seriedJgf. At low wind speeds, it is
often difiicult to tale reliable measurements, resulting in géarscatter of data, such that each of the
drag codiicient parameterizations fits the data equally well. Alsavshio the diference in LHF calcu-
lated with two common choices fdg; andkg (LKB used 0.45, 0.45; FG used 0.36, 0.45)fé@#nces
due toky are ngligible, but differences due tkg far outweigh difierences in the drag cdiefent, the
latter being only a f& W/m?.
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Figure 4.5 Comparison of different choices of roughness parameterization and
von Karman'’s constant. Plotted is the difference between each LHF
calculation using the stated roughness parameterization and that of
Fairall et al. (1996), for (A) SST = 10° C and (B) SST = 29° C. See text
for citations.
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4.8) Summary

This chapter discussed avfanethods of calculating latent heat flux across theesrboundary
and focussed more closely onatwnethods: the ik aerodynamic method and the Liu-Katsaros-
Businger (LKB) model. The equations that raalp the LKB model were presented, and empirical con-
stants chosen from the literature. The problem of IsK@'ediction of zero flles at zero mean wind,
contrary to obseations, vas resoled with a parameterization of the gustiness due teemion in the
ML following Fairall et al. (1996). The performance of my augmentexsion of LKB was tested
against eddy ceariance measurements and inertial dissipation estimates of LEIf adloard research
vessels. The modified LKB scheme had a comparable standard error when compared with the other tw

than thg havze when compared to each other

The sensitiity of the LKB model to errors in the input parameteesvassessed. The impact of dif-
ferent choices of thedn-Karman constants, the roughness parameterization, and the stratification cor-
rections vas assessed. These sevisigis will be used in later chapters in an erradet analysis of
SSM/I LHFE

For globally areraged conditions, the LKB model is most sewsito errors in the inputalues for
specific humidity @), followed closely by SSTHowever, in the tropics the error associated with
errors in SST increases while the error associated with erragg ttecreases. Errors associated with
unit errors inU,q are about 5 times smaller theyy errors (unit errors are 1 m/s and 1 g/kg, respec-
tively). Unit errors inTg and especially SLP are smaller still, with a maximum of about 62/and
1 W/n#/mb, respectiely. Uncertainty associated with choosing a roughness parameterization are a
maximum at lev wind speeds, amounting ~3 Wit SST = 10C and ~10 W/rhat 29 C. At moder-
ate wind speeds the flifences are smalleout rise agin at higher wind speeds to ~2 W/at 10 C
and ~8 W/ at 29 C.

To use the LKB model to estimate LHF with 10 W/requires errors in SST of less then 0.3 K,
errors ingy, of less than 0.3 g/kg, errors lihg of less than 1.2 m/s, and correct Wiexge of the @n

Karman constant for humidity



Chapter 5

A Simple Model for the Lower Boundary L ayer

In this chapter | will detie a simple model for thewer part of the planetary boundary laylewill
shav how this model is consistent with thewatatistical retrieals of Wy andgq,,, and shw how the

latent heat flux (LHF) at the sade can be calculated from satellite data.

5.1) Model formulation

Liu (1986), Miller and Katsaros (1992), Schulz et al. (1993), Schliissel et al. (1995), Chou et al.
(1995, 1997) and Clayson and Curry (1996yehall used the loest level of various collections of
radiosonde reports to deei statistical relations to estimate the aoef LHFE | have shevn in Section 2.5
that serious biases and increased scatter could result from usingesedounding kel report without
first verifying its accurag One of the strengths of this dataset is the high-quality ship altieers coin-

cident with the soundings.

| therefore seek a relationship between theaserf HFfrom ship-based observations and a quan-
tity that is accurately measured lyth radiosondes and satellites, namély andg,,,. Rather than a sta-
tistical relationship between thedw will use the already well-established theory for theamariayer
the Liu et al. (1979, hereafter LKB) formulation of Monin«@®bov similarity theory with my choice

of empirical constants as outlined in Section 4.5.

A simple model for the leest ~500 m of the boundary layer is to patch a welleghitayer to an
LKB surface layer in a continuouaghion. Profiles of specific humiditg)(and potential temperature
(6) follow the LKB profiles from the suate to the patch heighf and are constant agthat height. A
schematic of the proposed model is presented in Figur&g.the “top of the log-layer”, can be esti-
mated as\dgymanfrom Brovn and Liu (1982), or as 04, (e.g. Stull 1994), or as a function of the
Ohukhov lengthL (e.g. Stage and Businger 1981) orfako be a constant.

In this model, the ‘migd-layer’ \alue of humidity ¢, and potential temperatur@,() can be deter-
mined by ealuating the logrithmic functions aZ,, just as thealues at 10 m can be predicted bgle

uating the logrithmic functions at 10 m. The idea is that theaeflayer adjusts to the forcing from
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Figure 5.1 Schematic diagram of the proposed model (heights not to scale).

above and bela, connecting the med layer to the suate \alues by adjusting the parameters T«

andg- to yield a smooth profile.

Some similar models kia been presented in the literature, though nowe baen applied to condi-
tions other than moderate to strong \@mstion. Leay (1969) suggested that the sensible heat flux
should be dependent on thellbbtemperature diérence between the ned layer and the safe. He
argued that since the height of the se layer depends mainly on the roughness leagtban mee
up and dwn without afecting 8, the flux should not dependmicitly on the roughness length. Stage
and Businger (1981) used ary similar model to study the flax associated with cold-air outbreaks
over the Great Lads. Thg simply patched a well-med layer to the LKB suaice layer model and
assumed the height of the sa0¢ layer wsZy= -10L, which thg felt was only justified under strongly
cornvective conditions. Stull (1994) presented a model foramarffluxes under carective conditions
that is also similarHe typothesized that the fles should depend on thalk difference ofo andq
between the mied layer and the swa€e, and not on the sade roughness or the height of the acef
layer He proceeded by applying similarity theory in a parali@y wo Monin-Olokhov similarity the-

ory, and dewxed \alues for his ng drag codicients from the BLX83 field>geriment.
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The boundary conditions to the LKB model must be specified. The LKB formulation of taeesurf

layer equations requires specification of the set of ingibles §, T, g, SST). The SSM/I retries the
wind at 10 m {J10) which will be used directly as The Rgnolds and Smith (1994) Optimally Interpo-
lated sea suatce temperature product (Ol SST) igkdy forced by AHRR retrievals of SST and will
be used. There is no global satellite realeof T available, lut we hae seeral options. W can tak T
= SST (equalent to nglecting the sensible heat fluk, = 0), use a climatologicablue for the aisea
temperature di€rence, or use ECMWF analyzed-séra temperature fi#frences. The impact o&xious
choices ofT is talen up in Section 5.2.1. The remaining task is the calculatiga &first | will derive
an analytic relationship betwe¥vs andq,,, then | will shav how to use either the retxial of Wg or g,

from Section 3.10 to finish specifying the LKB moddioundary conditions.

5.1.1) An analytical relationship between Wy and gy,

As far as its impact on the igral W, the diference betweeq(z) in the logrithmic layer andy,

is ngligible abawe about 5-10 m, allwing the approximation in the definition Wiz

500m 500m
WBEI q(z)p(z)dz O qu’ p(z)dz (5.1)
0 0

The last term can be igrated using the equation of state for an ideal| ¢he kidrostatic assump-

tion (e.g. Bravn 1991) and theatt that the layer is assumed to be isentropic:

500m £
Po 500g
pdz = —|1-Hl-—= (5.2)
.([ g %l cpemD

wherec, is the specific heat at constant pressureRyrisl the @s constant for dry aig is the accelera-
tion due to graity, andPy is the surdice pressure. ®\/can nw find a relationship between the radk
layer average specific humiditygg,) and the bottom-layer ingeated vater \apor {\g) by substituting

equation (5.2) into (5.1) and solving fa,.

& -1
_ 9Ws 500g
Om = Py 1—%—5@;5 (5.3)
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Equation (5.3) relates the bottom-layeater \apor {Vg) to the mied-layer serage specific
humidity @,). Since both\g andg,, can be retrieed from SSM/l and SST measurements, tteae

step of using equation (5.3) is only needed for one of thesevaddrie

Equation (5.3) nglects the xcess moisture in the sade layerand will likely be biased o com-
pared with real measurementsogf This bias should increase with increasing S&Tcan be remad
with a little extra computation. First, sadvthe LKB equations with the retvid, such that the profile of
humidity is knavn. Then, intgrate this profile to the patch height and add the resWktand re-sole
the LKB equations to find the LHFigure 5.2 shes the result of such a procedure.

5.1.2) g~ from mixed-layer values

To find the LHE-we needy.. To do this, we simply wert the surdice-layer equation fay (equation

(4.4)) and ealuate it at the top of the lagthmic layer (z Z,)

O = K(m =) (5.4)
i

That is,q« is calculated from the méd-layerto-surfaice humidity diference, as opposed to the more

traditional 10-m-to-sueice humidity diference. Of coursé, andzy, are both functions af andTs, so

20
1

R”2 =0.99 SD = 0.51 Bias = 0.044

15
1

10
1

gm(Whb) function, using sonde Wb (g/kg)

T T T T T
0 5 10 15 20

Mixed-layer humidity gm (g/kg)
Figure 5.2 The mixed-layer average humidity (q,,) as measured by the sonde vs.

as predicted by equation (5.3) corrected by integrating the surface
layer humidity and summing.
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we must still use an iters& method to sol for the combined input set obléqu/, T, dmsaws

SSToiavHRR))- Choices foiT will be discussed in Section 5.2.1.

The success of this model will depend owlatosely the relationship betwegg, andg- approxi-

mates the relationship betwegyy andgs.

For each sounding in the data set, the time-interpolated ship-board measurementswah&ST
speed, temperature and specific humidity were used to cal@ulatelg- using the LKB scheme. The
output is labelled “Ship Sensor” in the follmg plots. Each sounding'analyzed alue ofq,, and6,,
were then used along with the ship-board measurement of SST and wind speed to dalanidte
from the same augmentedrgion of the LKB scheme. The output is labelled “dtiX_ayer” in the fol-
lowing plots. A constanf, = 75 m vas used, lt the results foZ, = 50 m are ery similar (lut with a

slightly lager bias).

Figure 5.3 compares the results of these ¢talculations, along with the squared linear correlation
coeficient, the standard errasnd the mean bias. Since | am most interested, iham happ to note
the high correlation cofiient and the general shape of the scatter in Figure 5.3 (A). The magnitude of
g« calculated from the med-layer aerages is slightly lger than that calculated from the ship sensors,
and the diference increases with increasing magnitude:-ofince this method essentially fits the sur-
face-layer logrithmic profile to tw points (the sugice and one point at ~15 m)yagrror in the sensor

will be amplified by &trapolating the profile to the patch height and we shoiyléa some scattefFig-

(A) g-star (g/kg) (B) T-star (K)
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Figure 5.3 (A) g+ and (B) T« calculated from ship-board q and T sensors vs. from
mixed-layer averages, both using ship-board wind speed sensors.
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ure 5.3 indicates thag, andg. are indeed related via the LKB saecé layer equations, to within about
10%. There appears to be a systematfemdince at highegy| values, perhapsien a rgime shift. The
reason for this change in befia is not knevn. An equvalent test is to use the ship sensors toesthie

LKB equations and thervaluate them at the patch height, yielding a predictiam,of

5.2) Model limitations
5.2.1) No Satdlliteretrieval of air temperature

There hae been a f&@ attempts to retriee T, from satellites. DVS has a retrieal of air tempera-
ture, hut it does not retriee a \alue suficiently close to the swaite for the problem at hand. Clayson and
Curry (1996) deeloped a scheme to prediGl - SST based upon a correlation between a cloud classi-
fication deeloped specifically for OGA-CQARE and measurements aboard the MoarsaeWThe
standard error of their predictioraw 0.6 C. Jourdan and Gautier (1995) determifiggifrom a statisti-
cal reggression oW, with a standard error of 1.8&. Konda et al. (1996) predicteldg from Liu’s
regression ofy;o onW with the assumption of a constant relathumidity with a standard error of .5
C. For comparison, the standard error of assuriijgg= SST - 1.25 for my globally distuibed data is
1.0° C, and &lls to 0.73 C for the Moana \&re data, as used in Clayson and Curry (1996).

Since no accurate and globallglid satellite retrieal of neafsurface air temperature ivailable,
the seerity of this limitation must be assessed. | calculatedsing Ugip, Tehips Ashipr SSTship) as
inputs, labelled “Ship sensors”; and usitdf,, Tenip, Umsonde SSTip), labelled “ShipT,g - SST”.
The results are sk in Figure 5.4 (A)t shavs that substitutin@;o measured in the bottom of the sur-
face layer for a temperature measured in theedhiayer (with appropriate heights input as well) pro-
duces an equalentg.. The simplest possible solution to our lack of a satellite temperatureakisiéo
use a climatological asea temperature €#frence. Figure 5.4(B) stws theg. calculated using the
mixed layery, andTo -SST = 1.25 K, compared with that dexil from the ship sensors. The similarity
to (A) is striking. Still, that may be due to a fortuitous sampling of soundings wherentse gcatter
about 1.25 is small. Figure 5.4(C) sf®a similar plot, bt using ECMWFT,, -SST The persistent bf
set can be remved by reducing the med-layerg« < -0.2 by 5% (diiding by 1.05), as shkan in Figure
5.4(D).

5.2.2) Mixed layer depth lessthan 500 meters

Another problem associated with using the re#ief Wy to findg,, (via equation (5.3)) is the arbi-
trary assumption that the neiet layer is at least 500 m in depth. If it is not, the assumption in Equation

(5.1) is not wlid, and the deved Wg: gy, relationship is suspectoRunately when the migd layer is
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less than 500 m deep, the humidity above the mixed layer is usualy not too different from g, and the
impact is relatively small. In these cases, Wg will be smaller, causing gy, to be smaller, which leads to a
higher calculated LHF. Figure 5.5 shows LHF calculated from W gy,4e minus LHF calculated from the
ship sensors, as afunction of mixed layer depth. Calculations based on the g, SSM/I retrieval instead of

the W retrieval are of course free from this limitation.
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Figure 5.4 g- calculated from ship sensors vs. from g, with (A) ship T,o-SST, (B)
T10-SST =-1.25, (C) ECMWF T4-SST, and (D) with ECMWF T;-SST
but reduced by 5% (g« divided by 1.05).
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5.3) Model Performance

There are 3 sources for reference LHF: eddy correlation measurements: inertial dissipation esti-
mates, and the LKB model acting oullb (ship sensor) data. There areotways to force the model,
with g, and withWj via equation (5.3). There are also 3 sources for inputtggaadWg: direct from
the soundings, from thegeessions operating o integrated from the soundings, and from thgres-
sions operating oW retrieved by the SSM/I. Additionallythere are te sources for SST for each calcu-
lation (ship and Ol SST) and t¢wsources forU,q (ship and SSM/I). That gés 72 possible

combinations to assess the accyrmaicthe model. Olously, | will focus only on a f& combinations.

Since only 3 ships had turlence data, certain combinations are not statistically significant and will
not be shan. Additionally, the number of SSM/I-sounding pairs that met the match-up criteria is much
smaller than the total number of soundings, and will not benrshimstead, match-ups between the
SSM/I and the ship-sensor time series from each ship were foyahdWg were statistically deved
from W and Ol SSTand used to calculate LHFhis procedure led to 1415 calculations usingghe
method, and 1454 calculations using g method.
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Figure 5.5 The error in LHF derived from Wg measured by the sondes as com-

pared to LHF measured by the ship sensor, as a function of mixed-
layer depth.
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In the following plots, the left ones will skodata using the,, retrieval, and the right one using the
W retrieval. All calculations were made using ECMWF-sdéra temperature ééfrenceskg = ky = 0.4,
and the Kondo/Smith drag coB€ient.

Figure 5.6 (A) and (B) shwthe LHF calculated using,, andWg analyzed directly from each
sounding, the ship S$T,q andU,, vs. the LHF calculated from the LKB model using the ship sensor
data. Theg,-method has a smaller scatter thanWemethod, which has some residual high bias at

low fluxes. These plots represent the minimum error of theddixyer method, with zero errors in
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Figure 5.6 LHF from q,,, (A and C) and Wg (B and D) directly analyzed from the

soundings (A and B) and statistically retrieved from the soundings (C
and D), vs. from the ship-board sensors (using LKB).
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input variables. The scatter is about the same as the scatter of the LKB method comparedwith turb

lence data, indicating the general success of the method. The error incurred using this methead is equi

lent with the inherent error in the LKB model. Some of the error in these plots is due to the sampling
error of the sonde, which is a point sample of the natardility of the mixed layey 0.2 - 0.3 g/kg

(Chris Bretherton, personal communication). This natwagabtility is on the same order as the error in

the sonde humidity sensors (3%), leading to a calculated error (from thevigredithe LKB model)

of 15 (6) W/nf at lav (high) winds. The mean bias isfexdted by the outlying points, and is a little

larger than optimal, Wt still acceptable.

Figure 5.6 (C) and (D) skothe same comparison as (A) and (BRJt bising the rgressions operat-
ing onW integrated from the soundings. The statistical resi ofq,,, andWg add about 4 and 5 W/m
to the scatterand about 2 and 8 Wfnto the bias, respeetly. Since some of the soundings no doubt
represent rain conditions where the SSM/I retvieds are not &lid, this enhances the scatter and bias to

an unknevn extent.

Figure 5.7 shars the LHF calculated usirgy, (left panels) andlVg (right panels) from the retwal
method usingV from collocated SSM/I retrials. The upper panels sihdhe LHF calculated using the
ship wind speeds, and theMer panels withJ,q retrieved by the SSM/I. Ol SS3'were used in all four
calculations. The combinedfe€t of the Ol SS® and the SSMAV's yields another 9 (6) Whradded
to the scattehut reduces the biases by 1 (16) W fior theqy, (Wg) method. The reason for the striking
decrease in the bias of théd; method is because | forced the digitibns of sond&V's to hae zero
bias compared to the collocated SSM/ls when deeloping the rgressions by increasing the den
W's by 5.5%. Both methods Vea tendencto undespredict the flux abge 250 W/, though theyy,
method behae a bit better than th&g method. There are no twdence fluwes in that range of my data

set, so we cahbe sure the LKB method is correct either

The laver panels of Figure 5.7 sledhe full model as it will be applied to calculate climatologies,
compared with collocated LKB estimates of LHFese graphs shothe LHF calculated using real
SSM/I retrievals ofU,q andW, statistically retrieedq,,, andWg, Reynolds Optimal Interpolation SS3”
(largely controlled by XHRR), ECMWF SLP and,o -SST The addition of the SSMW,;5 measure-
ments adds another 7.5 (5.6) W/of scatterand decreases the bias oncaimdy 3 (8) W/ for the
Oy (Wg) method. There is a pronounceavlbias of thewg method at LHF > 200 W/fn For the 66
points with ship LHF > 200 W/f the mean bias is -75 Wfnand an.m.s. scatter of 40 W/mwhile
the rest of the points k& a mean bias of -5.8 W#nand an.m.s. scatter of 32 W/mTheq,,, method

has a lev bias in the high LHF range of 42 Wrfor this comparison. These biases stem from the error
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in the statistical retrievals of g, and Wg, in that they are biased high (low air-sea humidity difference) at
high values of W. This is directly related to the decoupling of the upper atmosphere from the surface
layer in the deep tropics, where the total water in the air column can continue to increase without chang-
ing the mixed-layer humidity. Theses changes are weakly correlated with changes in SST, as discussed
in section 3.10, page 41, but not enough to greatly affect the retrieval function.

Finally, Figure 5.8 compares the eddy correlation (top panels) and inertial dissipation measure-
ments (bottom panels) with the retrieved LHF using the full g, (Ieft panel) and Wy (right panel) meth-
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SSM/I (C and D) vs. ship-board sensors (using LKB).



84

ods: Uy from the SSMI/I,q,, and Wy statistically retriged from SSM/IW, and Rgnolds Ol SST
products. The range of the tutbnce data is much smalleand the number of collocations is also
greatly reduced since only three ships had batk &nd turlnlence data capabilities. The mean biases
are higher than when compared with the LKB estimatgsthe number of points is sonchat the dif-

ferences are not statistically significant.

(A) Latent Heat Flux (W/m"2) (B) Latent Heat Flux (W/m”2)
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Figure 5.8 LHF from the retrievals of q,, (A and C) and Wg (B and D) using W

integrated from the soundings, vs. eddy correlation measurements (A
and B) and inertial dissipation estimates (C and D) of LHF.



85
5.4) Model error budget

In this section, | will identify all knan sources of error in the full retvidls and attempt to quantify

them. The important sources of error include

Ship measurements afg, T1g, U1g, @and SST
Inherent error in the LKB method

Sonde measurements of humidity
Statistical retrieals ofg,, andWg

SSM/I retrievals of W andU,q

Ol SST errors

ECMWF Ty, - SST

© N o g~ w DN PE

SSM/I - ship collocation errors

Errors in the ship sensor measurementy @fT,, U1g are about 4%, 0.2 K, and 5%, respesii
Taking mean conditions to be 10 g/kg, 15 K and 8 m/s, that translates to 16, 0.3 and Gvatinthe
sensitvities discussed in section 4.7, p&$e The error in ship measurements of SST is mofieudif
to quantify since a mix of neasurface and blk temperaturesxést in my data set. Some of the ships
report the temperature of inekwater at 2 or 4 m depths, while the Moanavé/as equipped with a
floating hose fitted with a thermistor that reported temperature at 10 cm depth. Sunlight is absorbed in
the upper meter or so of the ocean, tending to stabilize the oceaeit laer and inhibit mixing. In
the oceanic molecular sub-layére cooling due to longave radiation leads to a “cool skin” layer on
the order of 0.1 to 0.2 K that partiallyfeéts the \arm layer efect. | will take the combined &fct to be
0.4 K (Schlussel et al. 1990) which leads to an error of 53Afiithe estimation of LHFThus the total
uncertainty for the input data to the LKB model is 19.6 W/mhis is the uncertainty in therification
data, compared to some unattainable perfect measurement. It is close to the scatter between the ship-

sensor estimates and the wigmce measurements of LHF (17.5 \W/isee Figure 4.3, pagg).

The prime inherent uncertainty in the LKB model itself is in takies ofkz andky. Different
choices presented in the literature produce errors on the order of P&l = 8 m/s. In particular
Chou et al. (1995, 1997) usedalue of 0.45 fokg, while Fairall et al. (1996) use 0.4, as does this the-
sis. A secondary uncertainty comes from the choice of the drafice@fparameterization, amounting
to about 4 W/ Likewise, errors in the parameterization of the stratification corrections are 1 or 2
W/m?. Thus the total uncertainty in the LKB model is about 20 Wifrwe assume that thelues of

ke andky are precisely knen to be 0.4, the error in the rest of the LKB model amounts to about 5
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W/m2. These error quotes only apply to comparisons betweendéade data and the LKB model, not

to the comparison between the ML method and the LKB model, since the ML method uses the same
LKB model to calculate the LHF

Radiosonde humidity sensorsvieaan accurgcof about 3%, leading to an errordg, andWg of
about 0.33 g/kg and 0.19 kg?mespectiely, given average ®lues of 11 g/kg and 6.4 kg?rﬁt is hoped
however that the errors are normally distried through the méd layer and that taking arnvarage of
all points belav Z,, will minimize these errors. On the other hand, theability of the structure of the
mixed layer is not tadn into account when a single parameter is used to characterize the whole layer

I'll take the error to be as stated.

The OI SST vs. ship-sensor SSifiss. scatter at the times of the SSMiéipasses is about 0.76 K.
Some of this is likly due to the arm layer mitigated by the cool skin fefct. Since the SSM/I passes a
particular point on the earth once at about sunrise and once at about sundegttbétet varm layer
is smaller than if it were sampled at local noore Néve already assumed that 0.4 K of this is due to
variability in the lulk-to-skin SST diference, leding 0.36 K ungplained. Rgnolds and Smith (1994)
estimate the globalvarage error in the Ol SST analyses procedure to be 0.13 K thakharacteristic
OI SST error to be 0.3 K. This error is proptag in tvo ways in the ML method: it &cts the accurgc

of the statistical retrials, and has a directfe€t on the LKB model.

Wentz (1997) gies the ./m.s. accuracof theU,q andW SSM/I retrievals as 0.9 m/s and 1.2 kg?’m
respectiely. By contrast, my collocations shica standard error of 1.89 m/s and 3.04 Kg/raspec-
tively, but this includes collocation errors as well as random vetrexrors. Véntz (1997) gies an error
budget (his &ble 3) that indicates the sampling mismatch is 0.94 m/s and 3.68 fkoy'rnis error anal-
ysis. | tale the diference between my obsedariance and Whtz' published accuracies to be repre-

sentatve of the collocation errors in my data set.

The standard error of ttgg, andWg retrievals using sonde data is about 0.9 g/kg and 0.55%g/m
respectiely. This includes the uncertainty due to radiosonde measurements and the Ol S@&ilsretrie
(and the ECMWFT 1 - SST errors in the case of thg retrieval). The standard error gf,, calculated
from Wy (equation (3.12), page 44, plus the correction for the increased humidity in the log layer) com-
pared to the sondalue is 0.52 g/kg. The sensity of the statistical retrigls to their input parameters
was e&amined in section 3.10.2, pafe. Theqy, retrieval has an error of 0.61 g/kg due purely to the

regression, in addition to errors due to inpatiables. The corresponding number for\tieretrieval is
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0.33 kg/n?r.These are multiplied by the sensitj of the LKB model (and the sensitly of g, to Wg in
the latter case) to yield 21.4 Wrand 22.2 W/rf respectiely.

The tm.s. scatter between the ECMWF and ship sensor air temperatures is 1.07 K, leading to an error in

the LHF of 0.9 W/r.

Table 5.1 summarizes the estimated erwaiget and compares the total with the obseérerror

The total estimated error without collocation errors is about 233f¢nboth models.

Table 5.1 Error budget for the ML methods,

0y Method Wg Method

Statistical retrieal error 21.4 Wint 22.2 Win?
W collocation error 18.2 W/nf 18.2 W/nf
SSM/I Uy error 6.8 W/n? 6.8 W/n?

U collocation error 12.5 W/ntf 12.5 W/n?
Ol SST error 14.0 Winf 14.0 W/nt
ECMWF Ty - SST error 0.9 W/n? 0.9 W/n?

Total 34.5 Wint 35.0 Win?
Obsered Error 34.1 W/im2 34.1 Win?
Err or without collocation 26.5 W/n? 29.9 W/n?

5.5) An SSM/I kulk transfer coefficient method

The relatvely high errors in the inputaviables, when translated to errors in L ldémpared to the
accurag of the LKB model itself suggests that a simpler approach is possible. Recallklztody-

namic formula

E = pL,CeU10(Ap—910) (5.5)

where the LKB model specifies the functional form of the transferficiesft. In field programs
designed to establish thalue ofCg, there is typically close to 20% scatter of the data. Additionally
there is about a 10% &ifence between theerage alues obtained from ddrent experiments (see the
discussion in section 1.4, page A much simpler method ould be to devie a n&v drag codicient
usingU;q from the SSM/I and the ML-swate humidity diference in place of the 10m-sacké humid-

ity difference:
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E = pL,C'Uggy (dg—dn(Wsgm» SSTAT)) (5.6)

whereqy, is from equation (3.14), page 47. If the LHF calculated from this method agrees with the tur-
bulence data as well as the full ML method, then veeild hare a \ery simple vay to use the SSM/I

data along with the Ol SST and ECMWI, -SST data, without Iwing to iterate to sok the LKB
equations. Of course, suclta” would be dependent on the particular tueimce data set used to deri

it. Development and refinement of the methooltd also be dependent upormnand impreed turlu-

lence data, which is noewy common wer the open ocean. On@uld also lose the ability to calculate
other \ariables, such as the sea-air humiditfedénce. 1t might not be widely applicable tofelient

regimes and wuld hare to be re-tuned for a changing climate.

Motivated by the shape of the carwn Figure 5.9 (A), | chose to fit a ceref the form

d
SSMI

10°Cg = aexp[b(Uggy +€)] + g+ L (5.7)

The resulting fit to the tutbence data is sk in Figure 5.9 (B). The cdiédients area = -0.71536p =
-0.16719,c = -2.2876, andl = 1.9135. Gien the scatter of the data, the fit seems as reasonable as

assuming a constant céiefent of about 1 x 18. However, at small,q (< 2 m/s) a constant cdieient

produces a 19 W/frbias compared with the LKB method. This is not surprisingrgthe shape of the
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Figure 5.9 The transfer coefficients of (A) the LKB model, derived from ship data,
and (B) the proposed Cg” SSM/I method derived with the turbulence

data, vs. wind speed.
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points in Figure 5.9 (A). There is only a small hint of such Wiehan the turlulence data. The perfor-
mance ofCg” compared to the LKB method is st in Figure 5.10. The performance of the simple
method is indeed as good as the performance of the more elaborate methods, indicating the results are

limited by the quality of the input data, not the quality of the model.

5.6) Summary

Motivated partially by the errors in thenlest sounding keel, used by almost all prus attempts
to derive SSM/I LHF methods, | wa assembled a collection of high-resolution soundings launched
from research essels along with coincident sace meteorological obseions from which indepen-
dent LHF estimates can be calculated. | then presentedyasinple model for the Veer part of the
planetary boundary layedesigned specifically to taladwantage of the errefree part of the sounding
(the mibed layer gerage). A well-mied layer vas patched to an LKB sade layer in a continuous
fashion. An analytic relation betwegg andWg was denved as a replacement for the statistical relation
developed by Schulz et al. (1993). The usepf gg in the LKB equations &s then shen to be equi-
alent to usingyg - go. Some of the limitations of the application of this model to the marine boundary
layer were discussed, including the lack of a satellite velrigf nearsurface air temperature and the
possibility that the mied layer vas less then 500 meters deep. Findlig accuracof the model \as
assessed using botti integrated from the soundings and reted by the SSM/I. The modelas com-
pared to LHF calculated from the LKB model and ship-sensor data, and to eddy correlation measure-

ments and inertial dissipation estimates wheedlable. An error bdget vas presented, an attempasv

Latent Heat Flux (W/m”2)

o

g 7 N=814
R"2 =0.73
SD =34.6
§ | Bias =-4.47

200
!

Using gm(SSMI) U10(SSMI)

0 100 200 300 400

Ship Sensors [LKB]

Figure 5.10Comparison between LHF predicted by the LKB model from ship sen-
sor data and as predicted by Cg” using collocated SSM/I data.
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LHF (W/m2) F10 15 Mar 1993 ML-q,,, Method

Figure 5.11Sample of LHF calculated using the ML-q,,, method for 15 Mar 1993,
data from the F10 DMSP satellite.

made to assess thanability of the model independent of the errorglaed in collocating the SSM/I
data. The.m.s. error of the model is about 26 V@[mompared to the nearly identical results of Schulz
et al. (1993), Schlissel et al. (1995) and Chou et al. (1997) of 36.\Whe model shos \ery little
bias. The lagest error sources are due to the statistical vatrireethods ofy,, andWg, and in the Ol
estimates of SSTA sample map of LHF calculated using the Bj},-nethod is presented in Figure
5.11.



Chapter 6

New Climatologies from SSM/I and PBL-LIB

For each month in the period January 1992 to December 199Vaitdlde data \&s used to calcu-
late latent heat flux (LHF) in fevdifferent wvays. PBL-LIB was run with and without the thermal wind
correction, and the SSM/I fles were computed using thg, Wi and lulk Cg methods. | present sam-

ple months, chosen to coincide with the published results of Chou et al. (1997).

6.1) Sample monthly PBL-L1B LHF maps

PBL-LIB was run with ECMWF analysis data consisting of sgallpressure (SLP), sea saté
temperature (SST), and neaurface air temperaturd4) and humidity at 2 m. These data avaikable
4 times dailyat 0Z, 6 Z, 12 Z, and 18 Z. LHFaw first calculated for allailable times for each month
(~120 total) for global grids on the nsiECMWF grid (320 by 160), then the outpwsaaeraged on
a grid-point by grid-point basis. The@exaging scheme requires at least 25% of the data at each grid
point to hae good dataalues, or the output at that point is flagged as bad. Fitladyoutput for the

month was interpolated to agalar grid for graphing.

Figure 6.1 shews monthly maps of PBL-LIB LHF (no thermal wind correction) for February 1993
and August 1993. There is no data betwe®eN &nd 8 S since PBL-LIB can’find a solution there due
to its dependence on the Ekman depth for the scale of the outerSm@s the Ekman depth goes as
1/f, PBL-LIB predicts increasingly lge boundary layer depths as the latitude goes to zero. The LHF
generally appears similar to what weect, with a maximum in the central pacific on the winter hemi-
sphere side of the equatdweled by the return branch of the Hadtarculation. There is higher LHF
near the Wstern boundaries of the oceanic basins durimgéf/due to a combination of the Soutmd
migration of the storm track and its tendgba adect cold, dry continental aiwver the sea. \&/do not
see the xpected minimum er the equatorial cold tongue, ore@ ary hint of such a structure as the
cut-off limit is approached. The local minimaf dlfie West coasts of North and South America, due to

low SSTE, is havever present.

Figure 6.2 shas the diference maps of PBL-LIB LHF without the thermal wind correction minus
with thermal wind for February 1993 and August 1993. Although the samefdot-adfie PBL-LIB

fluxes at +/- B latitude still eists, the thermal wind corrected soluti@il$ at slightly higher latitudes.
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LHF Difference (W/m2) Feb 1993 PBL-LIB With - Without Thermal Wind
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The predicted PBL height with the thermal wind included igdathan without, causing the iteration
not to conerge and the points are flagged as bad. The most strikiiegeti€e between the tws in the
Northern hemisphere storm tracK tife coast of Asia, with a smaller fdifence dfthe coast of North
America. The thermal wind parameterization enhances thesfinxhese ggons, about 40 W/fin the
Pacific. Noisy diferences xist approaching the equatbut this is more likly due to problems and lim-

itations inherent in the model than toypltal processes.

6.2) Sample monthly SSM/I LHF maps

The SSM/I fluxes were computed using weekly Ol SST data, daily 0Z ECMWF SLP data, daily 0Z
and 12Z ECMWF SST data, and daily 0Z and 12Z ECMWEF air temperature data. Since the model is not
very sensitie to errors in SLR chose to use only onalue per dayThe ECMWF SST and air temper-
ature data were used only for thesga temperature ffrence in the calculation, although the correla-
tion between the ship sensor S§ahd ECMWF SST as almost as good as between the ship sensor
SST5s and the Ol SSTrhese choices are a compromise betweenfart &f reduce the sheeolume of

data ivolved and the accuraof the model.

The SSM/I data as first reduced from its ne#i 0.25 x 0.25 dgee grid to a 1 x 1 deee grid by
averaging four grid boas to one. All remaining data (ECMWF and Ol SST) were linearly interpolated
to the location of each SSM/I grid box, and then linearly interpolated to the time of each S®M/I pix
The calculations were performed three times; once with thevadtoéq, (W, SST AT), once with the
retrieval of Wg(W, SST) and the analytical relation betw&¥gandg,,, and once with the ik SSM/I”

Cg method. The former twvuse what | hae come to call the “mid layer methotideveloped in Chap-
ter 5, where the LKB model is seg using the mied-layer alue of specific humidityog,). Uqg
retrieved from the SSM/I w&s used in all three calculations, easwhe ECMWF aisea temperature dif-

ference and the Ol SST product.

Figure 6.3 shws the August and February 1993 monthly maps of SSM/I LHF calculated using the
mixed-layer (ML) method using retxial of q.,(W,SST AT) developed in section 3.10, pagé. All
available SSM/I data were used; during this period the F10 and F11 satellites were in orbit and func-
tional. The data are a bit nojdikely due to the simplevaraging that s done. Zeng and ‘g (1995)
have developed aneraging scheme that renes the commonly seen “satellite sub-tracks” in monthly

mean polar orbiting satellite data. It may be useful to eynihleir method and re-do theeaaging.

The maps shes more of the features wapect to see in a monthly climatology993 vas an El

Nifio year; a local maximum just East of the date line is seen, along the northern edge of the ITCZ,
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where the SST gradient is the greatest. The mininnen the equatorial cold tongue in thacHic is
quite pronounced in both seasons, and is seen in the Atlantic in the August map. The minima along the
Eastern boundaries of the basins due to the oceaniectamlv of cold vater (along with some
upwelling) are well delineated. &\see the seasonal shift in the reguatorial maxima to the winter
hemisphere, with the Eastwd shift of the maximum in the centraddific to the location of the South
Pacific Covergence Zone. The reflection of the maximum in the Northern edge of éke Ri¢ific
warm pool mees East of Australia in wintefhe local maximum at about 1S Southeast of Indonesia
does not hee a “reflection” opposite the equatapr does the local maximumf dfie coast of Sudan in
NH winter. The local minimum along the ITCZ in thadf#fic is due to lv wind speeds (see Figure 6.8)
and correlates well with the highest frequen€ cumulonimlns analyzed by Norris (1997). There are
local maxima dfthe East coasts of the Northern hemisphere land masses, strongetein ivhilar to
the features seen in the PBL-LIB climatology discussed edrigeneral, the LHF is greater than 200
W/m? only between 30N and S, anddls tovard zero at high latitudes. There is a smaiioe in
August 1993 at about 45\, South of Kamchatka, where thg method predicts a gative monthly
mean LHE which corresponds well with a maximum of frequeont sky-obscuring fog from elunteer
obsenations (Norris, 1997).df comparison, Chou et al. (1995) sledl lage regions of ngative LHF
North of about 4EN in her August 1988 monthly mean. Chou et al. (1997) introducectitzelienita-
tion that the EOF-retrieed g, must not gceed saturation at the sea aod temperature. This forces
the flwes to be alays positve. My method does ke a somehat similar requirement: the retvid gy,

is not allaved to &ceed the saturation specific humidity of the exiayer air predicted by the LKB
model (lagely controlled by the ECMWF analyzed-aga temperature féfrences). This still alles
for positive g,-0g values (ngative LHF) on an instantaneous basist for almost all the wrld’s oceans

the monthly mean is posig.

Figure 6.4 shas the diference maps of monthly SSM/I LHF calculated using thedylmethod
and using the retrieal of Wg(W,SST) deeloped in section 3.10, aip using weekly Ol SST data, once-
daily ECMWF SLP data, and twice-daily ECMWIK, and SST data. In general, thefeliénces are
quite small, amounting to less than 10 \Wimmost rgions. TheWg retrieval produces lver seasonal
maximum flwes in the neaequatorial rgions compared with the,, retrieval. The diference in the
SPCZ during August is the st agwhere either season, more than 25 Wior a lage area. The
SST here is still near 2C. Recall that thé\j retrieval loses sensitity at high SSTS, and tends to
over-predict the mird-layer humidity (undepredict the flues). Theqg,, retrieval also shares this ten-
deng, but to a lessengent. The rgion South of Indonesia where tg retrieval produced a maximum

in LHF sufers from a similar underestimation by Wg retrieval, despite the SST being closer tG £5
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Figure 6.4 The difference between SSM/I LHF using the ML-q,, method and using
the ML-Wg method, for (A) Feb 1993 and (B) Aug 1993.
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than 30. At high latitudes, the diérence is nearly zonally symmetricept for a minimumd,-LHF
lower thanWg-LHF) at the location of the gative monthly mean flux South of Kamchatka discussed
above. Since the major dérences between the Mi,; method and the MM method are limited to
regions of high SST where wegect from the retrieal error analysi$\Vig to be erroneously high, 1 will

focus for the comparison with other climatologies on thedjlmethod.

Figure 6.5 shas the diference between the monthly-mean LHF calculated using thegL-
method and thewk-SSM/I Cc method introduced in section 5.5, p&@ye The field is rather noisgnd
limited to within 20 W/nf in most of the ®ratropics. TheCg LHF is lower by 25 W/n4 than theg,
LHF in the Western Bcific warm pool for both months, and in the SPCZ during Febriiaoyer-esti-
mates the flux in the Atlantic ITCZ during both months, and in #uiie ITCZ during August. There is
also a hint of underestimation in thee®tern equatorial Indian ocean. The standavihtien between
OnLHF andC-LHF for the collocated SSM/I data is about 17 \/mith a bias of 2.3 W/f The
bulk-SSM/I Cg method is adequate for rough estimatesxtfagropical LHFE and is computationally

quite eficient.

6.3) Comparison with other monthly climatologies
6.3.1) Single-year monthly climatologies

Figure 6.6 shaws monthly maps of the dérence between SSM/I LHF from the Myj,; method and
the SSM/I LHF climatology from Chou et al. (1997) for the santertvanths as the prus xamples.
They are generally in good agreement in the tropics and in the summextiaieapics, ot in the mid-
latitudes of the winter hemisphere the M}, method LHF is significantly ieer than that of Chou et al
(21997). In the Wstern Rcific warm pool and the ITCZ gions, the MLe,,, method tends to be higher
by ~25 wint during Februanyit also is highereer the equatorial cold tongues in both the Atlantic and
Pacific during August. Figure 6.7 shis the diference in the sea-air humidity f@ifence, normalized to
10 meters, between thedwnethods. On the whole, the current method predictgerlaq in the trop-
ics and summertime subtropics by between 1 and 2 géepikg in mind that 1 g/kg of changeg-

010 Produces a 20 W/atU;o = 15 m/s) to 50 W/f(atU,o = 5 m/s) diference, we wuld expect to

see lage LHF diferences in the tropics where the wind speeds are genenally than in the storm
track of the winter hemisphere.ilWthe exception of a rgion Southeast of Australia in August, where
my Aqis 1 - 2 g/kg laver than Chow and my LHF is ~50 W/frlow, this is not the caseoFexample,

off the coast of Chilé in August and thadHic Northwest during Februartheq,,, fluxes are ~40 Wi
lower than Chou, yet oukq's agree &ry well. Since both the current method and Chou et al. (1995,

1997) use Ol SST and SSMJLg, andAq is nearly the same in thes@i@ns, we conclude ddrences



99

(A) LHF Difference (W/m?) Feb 1993 q,, - C¢

. ﬁ_mm
i MAA «a@mm%
A ,_j g ) “Q h
G 2 '-‘\:\*.o. Qs ',.
%&ﬁ 7
XQ\S‘\ M // ,’

-100 -50 -25 25 50 100

(B) LHF Difference (W/m?) Aug 1993 q,, - C¢

Figure 6.5 The difference between SSM/I LHF using the ML-q,,, method and using
the Cg (bulk SSM/1) method, for (A) Feb 1993 and (B) Aug 1993.
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Figure 6.6 Difference between monthly averaged SSM/I latent heat fluxes from
the ML-q,,, method and Chou et al. (1997) for (A) February and (B)
August 1993.
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Figure 6.7 Difference between monthly-averaged sea-air humidity differences
from the ML-q,,, method and Chou et al. (1997) for (A) February and

(B) August 1993.
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in the model parameterizations must be responsible. Looking back to Figure 4.3 pagenote that

the lagest diference between flux parameterization comes from the specificatigrantlky. The line
labelled “FG” withky = 0.36 andkg = 0.45 corresponds to the constants used in Chou et al (1995,
1997), while the line labelled ‘#hdo/Smith” (withky = kg = 0.4) corresponds to the current model.
Without stating which one is ‘right’, we see thatipkins 10 W/ of difference at 15 m/s and D,

and 30 W/ of difference at 15 m/s and Z9. The rgions of lagest disagreementveaSSTS of about
20°C, indicating that if thg are in the highewind regime we canlain 20 Win? for difference. Br
Februarythe monthly gerage of SSM/U,q (Figure 6.8) for the portion of theaBific maximum LHF
difference Vést of the date line is >12 m/s, while thgargion East of the date line hdlgy > 10 m/s.

The maxima in the midlatitude Atlantic also Hag > 10 m/s. Br August, the laye and elonagted
region East of Australia has wind speeds >10 m/s at the Northwest end to >13 m/s at the Southeast end.
The regyion of the coast of Chilé in theaRific hasU,q > 6 m/s. Thus about half the féifence can be
accounted for by model parameterf@iénces. Note also thegiens near the date line and the equator
in both months where the wind speeds o low values -- the LHF diérence alsodils to lov values

there. The rest of the fifrence can bexplained by the strong sensity of the LKB model to changes

in go - d10-

Although it is dificult to pick out the ‘best’ set of parameters for the mode&rgthe limited set of
marine turlbilence dataailable, the glues from Frangeand Garratt are not nearly as widely used as
kh =kg = 0.4 € g. the TOGA CQARE hulk algorithm of Rirall et al. 1996). Chou et al. (1995) peck
their values based on Chou et al. (1993) which used fliglet-tiata in a cold-air outbreak near the East
coast of North America to tune the LKB model. Véahaovn (Table 4.1) that this set of constant®n
predicts the LHF by ~7 W/?ncompared to turldence data tan during C@ARE and ASTEX. Addi-
tionally, Figure 5.4(A), pag@9, indicates that there is a ~10% systematic error in applying the LKB
model at heights of ~50 m. Theuitgion of the higherg| points, and the consistent albeit smakeif
of g« derived from heights where instrumented planes fly could lead to an incoafeetforkz. The
10% factor that | vas forced to use to makny ML-derived g« match the ship-sensar is close to the
12% diference in 0.4 vs. 0.45. If measurementeta&t ~50 m were used to tune the model, using 10 m

data will introduce a bias, based on Figure 5.4(A).

Chou et al. (1997) compared 2.5 2° SSM/I EOF retrieals of LHF with measurements made
aboard the R/V Moana &ve during OGA CQARE, and found a standard error of 29 Winith a bias
of 6.2 W/nf. Even with the penalty of a smaller grid boxeo which to serage (1 x 1°) the ML,
method obtains a standard error of 26.7 With a bias of 9.76 W/?nusing a similar mix of tunlp
lence and blk reference flugs. Chou et al. (1997) also compared SSM/I EOF vetsefqq collo-
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Figure 6.8 Monthly averaged SSM/I 10 meter wind speed for (A) February and (B)
August 1993.
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cated with RAB soundings for all of 1993, using theviest sounding leel as a proxy for;g. With
2054 points, thefound an im.s. scatter of 1.83 g/kg, with a bias of 0.18 g/kealingq,, as if it were
010, the ML, methods equvalent test result is 0.94 g/kg with a bias of 0.07 g/kg.

Schulz et al. (1997) presented a monthly climatology for September 1987, using/gt&sM/I
Tg's) and linealNg:q,q relationship. That time period isymnd the scope of thisatk, but a fev com-
ments are in ordeBSchulz’ method sédrs from the same problem ofgagive LHF at high latitudes in
the North Rcific as Chou et al. (1995). It also appears to predgatie flux in the equatorialdeific
cold tongue. The estimated standard error of the vatriafter deducting that portion of thariance
attributed to collocation errors, is 30 WnThis is lager than the 26 Wi/frestimated standard error of
the ML-q,, method. The estimated standard error of Schulz’ monthly mean$xd*2yrid boes is 15

W/m?, agin after deducting 5 W/frdue to collocation and instrument errors.

6.3.2) Multi-year climatologies

As opposed to Chou et al. (1997), most climatologies argeaage ger mary years’ monthly cli-
matologies, and are based on ship ols@ns rather than satellite methods. In order to compare the
current method with those long-term climatologies, the monthly-mean LHF fields from all six years
were &eraged month-by-month. The resulting maps for February and August ane ishBigure 6.9.

The resulting fields are similar to the fields for February and August of 1988mmother and more
zonally symmetric. The ‘Ul s-eye” pattern in February 1993 just East of the date line and North of the
equatoy due to the El Nifio of 1993, is not seen in the 6-year meary bfafie same climatological
features are still seen in the SSM/I data. The minimuen the equatorial cold tongue in thaciic is

still prevalent, and a hint of the season shift in the base of the tommgiemein the Atlantic cold tongue

is seen. The much smaller minimunf thfe West coast of Indonesia (due tovkr wind speeds) is visi-

ble, lut lager in Northern Hemisphere winter

Figure 6.10 shoes the diference between the 6-year mean LHF and the Esbensenushdik
(1981) climatologyIt was calculated from 25 years of ship data, mostly in the NatHi®and North
Atlantic. In order to hee enough measurements in each grid box ve Batistical significance, & %
4° grid was used. Figure 6.11 she the same kind of dérence field between the Mi,;; method and
the Oberhuber (1988) climatolagyhis climatology is based on the comprehemsicean-atmosphere
data set (C@ADS, Woodruf et al. 1987). Figure 6.12 she the diference between the Mty method
LHF and the climatology of da Sdvet al. (1994). It is a seasonal climatology based on ship data
between 1945-1989. The most striking thing about these climatologies is the similarity of fheir dif

ence fields from the Mg, climatology Over lage parts of the tropics the model is >50 Winigher



105

(A) LHF (W/m?2) Feb q,, Method

Ty

(B) LHF (W/m?) Aug q,, Method
S D
N
3 3
3 ¢
S .::é,"‘ -...’»\,‘\\r. 9 \
&4 =
> o= S N ;
A
i e
YO ¥
N
Q )
> e

-10 0 100 200 300

Figure 6.9 1992-1997 SSM/I LHF climatologies for (A) February and (B) August,
using the ML-q,, method.
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Figure 6.10LHF Difference fields between a 1992-1997 average using the SSM/I
ML-q,,, method and the Esbensen and Kushnir (1980) monthly multi-
year average for (A) February and (B) August.
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Figure 6.11LHF Difference fields between a 1992-1997 average using the SSM/I
ML-q,,, method and the Oberhuber (1988) COADS monthly multi-year

average for (A) February and (B) August.
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Figure 6.12LHF Difference fields between a 1992-1997 average using the SSM/I

ML-q,,, method and the da Silva et al. (1994) monthly multi-year aver-
age for (A) February and (B) August.
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than these climatologies, while at higher latitudes especially in summer the agreement iBHaetiés
a somwhat symmetric shape to the tropical error contours, withzmnal bands on either side of the
equator The band on the winter side is stronger than on the summer side,yantethe in February in
the Easter &ific. The Oberhuber climatology does noténanough data in the high Southern latitudes
to compare to the SSM/I climatolggand | suspect that is the case for the Esbenashrit product as
well. The da Sila climatology shas the SSM/I climatology to be more than 25 \K/,fnfgh in the high

Southern latitudes during austral summer

There are some dirences between these three marine ship-based climatologies. There is a pro-
nounced minimum in the dédrence fields dfthe coast dfJapan during February for the Oberhuber and
da Siha climatologies, bt no corresponding minimum in the Esbensen amshiir data. Additionally
the size of this feature is tifent, with Oberhuber being muchdar and reaching further North. There
is a hint of agreement among the three for the correspondjio ref the East coast of North America,
but again Oberhuber is lgest and protrudes further North, and Esbesseiinimum is not nearly as
strong as the other tw These rgions are located in the storm track, and are commonly subject to
adwection of dry cold continental airver the local varm Western boundary current, leading togkar
fluxes. The alues of the MLg,,, method in these géons is closest to that of da SiMn that Esbensen
and Kushnir shav very little in the vay of a local maximum oriented with the storm track. Oberhuber

features the lgiest and strongest suclyien.

These climatologies were calculated by firstraging the meteorologicaakiables and then using
the hulk aerodynamic method to calculate #sxrather tharnvaraging the daily flues calculated from
meteorological ariables. This procedure can result in errors. Eshensen amolée (1981) sheed
that “monthly aeraged wind speeds, temperatures, and humidities can be used to estimate the monthly
averaged sensible and latent heatdkixrom the blk aerodynamic equations to within a relaterror
of approximately 10%.This conclusion is often cited in the literatusg( Chou et al. 1995, Liu 1988,
Bates 1991). @ assess the accuyaof this erroy | performed the follwing experiment. | created files
with one month of ECMWF 10 m wind, 2 m air andvdgoint temperatures, and sea aud tempera-
ture analyses on the ECMWEF global ~3yae grid. PBL-LIB vas then used to calculate the LHF for
each grid in the month, using the ECMWF roughness length parameterizatioariéliles were then
scalar aeraged (including the wind) for the month, and the resultregage wind speed, SSdir and
dew point temperatures were used to calculate the LHF as well. Figure 6WS tsleodiference field
between the tav methods, for February and August 1993. The globallyaged dierence for Febru-
ary 1993 is about 4 W/nlIn the winter trade wind gions the error increases to more than 10 om

significant areas. Chou et al. (1997) found similar results using her EOF method to calculdtet LHF



110

(A) Feb 1993 LHF(Ave(inputs)) - Ave(LHF(inputs))

== |
d " N T~

P T O N

-50 -30 -10 10 30 50
Aug 1993 LHF(Ave(inputs)) - Ave(LHF(inputs))

(B)

GA Y
\ Riniv /o 2
R e

—

-50 -30 -10 10 30 50

Figure 6.13The difference between LHF using ECMWF U,q, SST, T4g, and gqg

calculated from monthly means of inputs and calculated from daily
inputs and then averaged, for (A) February 1993 and (B) August 1993.
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the error due toweraging is cowlved with the errors of the EOF method. She fourgiores in the

summertime ¥ratropical oceans where the EOF method underestimated the LHF by 40-50%.

This difference is due to the non-linear nature of theaserfayer equations and theriable nature
of the winds and SST in the subtropicajioms. Norris (1997) shweed hav the rggion of maximum SST
gradient migrated seasonalfince the latitude of maximum baroclinicity is closely tied to the latitude
of maximum SST gradient, the monthleaaged winds and SST in thigien introduces a local maxi-

mum in the error

The result that SSM/I latent heat fas<are lager than the ship-based climatologicalues is con-
sistent with preious climatological studies (Bueket al. 1982, Oberhuber 1988, da &gt al. 1994).
Bunker and da Sila both found from heat balance studies that there is a net surplus of heat going into
the ocean, presumably due to errors in the calculation of theceueheagy budget, including LHF
Ships in the subtropics tend to underestimate winds egi@stimate de point temperatures (Chou et
al. 1997). Additionallythe wind speed used by Esbensen amshiir is about 1 m/s\eer than that of
da Siha and that of Oberhuhdyoth of which are in better agreement with the SSM/I wind speed (Chou
et al, 1997).

6.4) Model Applicability

The question arises “where can wgect this SSM/I technique toork well? Under what condi-
tions does it gie substantial biases?” The answers lie in the filtering eaithhility of the input data.
The turlulence data | had access tasAfrom only tw regimes. The Malcolm Baldrige took turdence
data between 28nd 33 N in the Eastern Atlantic ocean, where wpett predominantly cold ade-
tion conditions. The Hakuho Mara and the Moarav&\took turlilence data close to the equator in the
Western Bcific warm pool, where carective conditions predominate. No tutbnce data as aailable
during a mid-latitude cold-air outbreak, or in thedéérn edge of an oceanic basin where waldv
expect to find varm adection. If we belige that the LKB model, which bebes well when compared
to the @ailable turlulence data, is applicable in wide-ranging conditions, then we can assess the SSM/I
LHF model aginst the ship-sensor measurement estimates of BdFwe cart prove the SSM/I
model behaes well outside of the sub-tropics. Since | used vadable turlulence data to guide me in
choosing the free parameters for the LKB model, it maae liatroduced a bias at mid-latitudesrF
example, Chou et al. (1995) found afdient combination of free parameters best fit olzdEms made
from aircraft flying at 50 m during a cold air outbreakthé East coast of North America,’36 40 N.

As shavn in Chapter 4, the choice of the empirical functigfu:) and the alues for the "gn Karman’

constantkg andky play a crucial role in determining theesall bias of the LKB model.
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| also discarded soundings that were within 150 km of land, and those close to the ice edge (approx-
imated by discarding soundings with SST <°1Cj in an attempt tovaid conditions of strong aée-
tion of continental airThe SSM/I retrieals of W andU,q are not alid when either land or ice is in the
radiometers field of viev. | could hae used soundings as close as 56 km (thel pixe of the 19 GHz
channel) from land/ice,ub chose to gie the PBL some dra time’ to deelop a mied layer My
regressions of\Vg andqy, take adantage of the ubiquitousness of the edixayer and its self-similar
structure. The gressions identify the most common etxlayer humidity for a gen SST and total
integrated vater \apor | would hesitate to apply this method much closer to land/ice than 150 km,
which limits the method’ use for studying the Igest fluxes during cold-air outbreaks and the #six
over the Wstern Boundary Currents such as the Gulf Stream. These can be importantitoostigb
the climatology of LHFIt is likely that the climatological LHF presented herein is underestimated in
regions where these conditions occur often. In conditions wijgie consistently dryer than its global

mean relatie toW and SSTthis method undepredicts the flux.

In mid-latitude gclones, the wind speed increases redatd its zonal eerage, tending to increase
the suréice flwes. But at the same timgy, is increasing relate toqg, tending to decrease the fésx
Near the covective bands, the SSM/I retvals are not alid due to rain, prohibiting the use of this
method. Here, the wind speed is oftemyhigh lut the air has beerytirated by eaporation of rain.

This method cannot tell us Wwanuch LHF from storms weg missing in our monthly climatologies.

6.4.3) Regional Errors

Because the DMSP satellites are in a sun-synchronous orbits, each point on the earth is sampled at
most twice per dayThe ascending node of the F10, F13 and F14 satellites is about 0600 local time, or
near sunrise. The F11 is in a slightlyfelient orbit. Since we sample near sunrise and near sunset, this
method does not include thefaadt of the daily ariation of LHF due to changes in the incoming solar
flux. Zeng and Dickinson (1998) V& calculated that the amplitude of the diurrefiation of LHF in
the tropics is about 15 Wby comparing LHF from hourly data with LHF from daily and monthly
data. The diurnalariation of SST s the lagest contrilator to the diurnal ariation of LHF They also
found the error increased dramatically @&ST = 30 C, to a maximum of about 50 W/nBetween
26° and 30 C, the error s small, bt it changed sign at about28 and is nearly constant at about -10
W/m? between 20and 24 C. Thus the SSM/I LHF method &ky undespredicts the LHF in the @t-

ern Racific warm pool, and slightlyw@rpredicts it in the rest of the tropics.
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6.5) Conclusions

In this thesis, | hae collected a lgre quantity of oceanic soundings, launched from high-quality
research @ssels. Each of theesgsels time series of meteorological obagons vas also obtained,
allowing a high-quality independent estimates of ateflatent heat flux (LHF). | i@ used Monin-
Obukhov similarity theory (the LKB model, Liu et al., 1979) to estimattkifluxes. | hae shavn hov
to calculate sudce flues using migd-layer aerages of specific humiditg,{) and potential tempera-
ture @,,). The \alidity of this approach has been addressed, and it is found aditbdor a much wider
variety of conditions than pvious researchers had thought. The errors associated with this approach
have been ramined, and found to be similar to the errors in using llerbethod with the more tradi-

tional 10-meter data.

Using a statistical approach, Iveadereloped tvo new retrievals using the total intgated vater
vapor V) and the sea safe temperature (SST). This represents a departure from mostatstrie
involving the SSM/I which use only the channalaitable on the sensdnstead, | hee used a te-sat-
ellite approach where the SSM/I is intended to furnish measuremafsnfl the XHRR is intended
to furnish measurements of SShe problem of the VHRR not being able to retie SST in cloudy
conditions has been circuented by using R@olds and Smith (1994) optimally interpolated (Ol)
SST, which is lagely controlled by XHRR measurementaubalso uses those relatly few buoy and
ship obserations as well. The retied parameters ag, andWg, the “bottom layer” (500 m) inte-

grated vater \apor The errors associated with these statistical xetisehae been quantified.

The nev method incorporating SSM/I-dead wind speed and nar-layer humidityECMWF air
sea temperature flifrence, and NCEP optimal interpolation SST has been used to calculate global grids
of monthly-averaged latent heat flux for the period January 1992 to December 199%aidbk
SSM/I data was used, from the DMSP F10, F11, F13 and F14 satellites. Daily ECMWFskprés-
sure vas used, mainly to calculate potential temperatures and mixing rattoalsb in an analytical
equation relatingy,, to Wg. This equation, along with the technique ofviohgy the LKB model with
mixed-layer @alues, is a replacement for the statistical relationship of Schulz et al. (189&)-daily
ECMWEF airsea temperature #frencesT;o- SST) were used in the calculationséky Regnolds Ol
SST data were used. All SSM/I data were reduced from & By26.25 grid to a 2 by 1° grid, and all
other input data were interpolated first in space to the same grid, then in time to the time of each SSM/I
obsenration. The calculations were performed three times, once using,ttegrieval, once using the
W retrieval, and once using theulix SSM/I Cz method. The werall errors of the methods\yebeen

examined, and found to be smaller than tkisteng best (and nearly egaient) methods of Chou et al.
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(1997), Schulz et al. (1993) and Schlissel et al. (1995). This will be the first SSM/I LHF climatology to
be calculated for the full run of the SSM/I sensors and mealiable to the general scientific commu-

nity.

The pattern and seasonalriation of both ersions of PBL-LIB LHF and bothevsions of SSM/I
LHF shav good agreement with Chou et al. (1997), Esbensen asbrit (1981), Oberhuber (1988),
and da Sila et al (1994). All capture the local maximum where the atmospheric storm track interacts
with the western boundary currentd tfe coasts of Asia and North America during February and
Africa during August. All shey a local maximum er the subtropical trade windgiens during sum-
mer. PBL-LIB fails near the equatoout the SSM/I LHF captures the local minimuweo the pacific

cold tongue the atlantic cold tongue during August.

Discrepancies between the published climatologies and the current climatolegybéan
addressed. The major ftifences between the Mi; method and Chou et al (1997) has been identified

as partially a model parameter choice issue, and partialgratices in the SSM/I retxials of humid-

ity.
6.6) Model implications

The resulting grids of monthly SSM/I LHF will be madagable to the scientific communjtyer-

haps via N@A PMEL's climate sermsr at “http://ferret.wrc.noaa.gfibin/climate_serer”.

One of the lagest uncertainties comes from using the weekly Ol SST product. khéeva of
complication vould be to parameterize the SST diurnalle. This has been done by e.g. Clayson and
Curry (1996) for the DGA-CQARE retrievals of SSM/I LHE with some success. It requires some
parameterization of the incoming solar radiation, which is higgcted by cloud oceer. The SSM/I

retrieval of cloud liquid vater may pree useful for such an endes

It may also pree adwantageous toxamine the déct of using diferent surfice-layer parameteriza-
tions with the ML-method in place of the LKB model. The model of Clayson et al. (1996) seems espe-
cially promising to me, as it has beenwhdo produce good results both in th@GA-CQARE region
and at mid-latitudes. L& LKB, it is based on the saxfe reneal theory of Brutsaert (1965), which at
its heart postulates a time-scale for interaction between the viscous sub-layer apichtigoky-scale
eddies. LKB has only a time-scale for shdeven turlulence while Clayson et al. (1996) includes both
shear and comective flovs. Additionally the roughness at the saté caused by capillaryawes is

included directly in this time-scale, rather than as an empirical relation betwedz, (e.g. Smith
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1989). This approach allmtes the need for the gustiness parameterization used here andlireEal.
(1996).

The retrizral technique deeloped in section 3.10, padé, holds great promise for the Axhced
Microwave Scanning Radiometer (AMSR) scheduled for launch in Autumn of 1999 aboard the
ADEOS-II satellite, and aboard the EOS PM-1 satellite scheduled for launch in the year 2000. AMSR is
a passie micravave radiometer with eight frequenbands at 6.925, 10.65, 18.7, 23.8, 36.5 and 89.0
GHz that is a sort of combination of th¥l ARR and SSM/I sensors. The aperture diameter of AMSR’
antenna is 2 m, ging it a field of viev of about 5km (89GHz) to about 50 km (6.9 GHz), with atbw
width of 1600 km. Since it has channels both Wweld GHz and close to the SSM/I channels, it can
retrieve SST andV simultaneouslyThe conclusion from this thesis is that a direct parameterization of
Oy in terms of brightness temperatures will be possible. This will increase the goolkdt calcula-
tions using the ML-method, since the current calculations use weeklyeh&kand thus miss diurnal

and other short-timescalanations.

It may be adantageous todep the tw retrievals @y, and SST) separate, since it may not be possi-
ble to fully account for the influence clouds/ban the laver frequeng channels with the cloud infor-
mation contained in the upper channeld HRR cannot retriee instantaneous SSWver the cloud-
covered part of the arld’s oceans (a significant percentage) which forced me to use the weekly Ol SST

data. Still, the adantages of hang retriezals of SST and,, from the same platform are tremendous.
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